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Preface
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Abstract.
Spreadsheets are heavily used in industry as they are easy to create and evolve. Initially, they are often small and simple, but, over time, they can become very complex. In many ways, spreadsheets are similar to “professional” software: both concern the storage and manipulation of data, and the presentation of results to the user. But unlike in “professional” software, activities like design, implementation, and maintenance in spreadsheets have to be undertaken by end users, not trained professional developers. This makes applying methods and techniques from other software domains a challenging task.

The role of SEMS is to provide an annual event where researchers can meet and exchange their ideas. SEMS serves as a platform for early feedback for new techniques and tools. The SEMS program includes a keynote, the presentation of short and long research papers, tool demonstrations, and a discussion session. The intended audience is a mixture of spreadsheet researchers and professionals.

1 Objective and Scope

Motivation.
The number of spreadsheet users is approximately four times larger than the number of software developers. Thus, spreadsheets are a very interesting research topic with a high potential impact, in particular on the industry where spreadsheets are widely used. As a consequence of this importance the end-user development community has dedicated a significant part of their research to spreadsheets. For instance, the EUSES consortium (http://eusesconsortium.org) aimed at supporting “End Users Shaping Effective Software”.

Spreadsheets suffer from problems like errors, bugs, smells, and cloning. Unfortunately, spreadsheet users are typically not trained in programming or other software development techniques. Hence they cannot directly apply conventional software development methodologies to aid themselves in the course of their work with spreadsheets. This provides researchers a scope for initiatives utilizing conventional software development methods to aid spreadsheet users in creation, comprehension, maintenance, evolution, and re-engineering of spreadsheets, tailoring such techniques for end-user development. Nevertheless, for this process to work, spreadsheet users from the industry need to communicate what real challenges they face, and provide feedback on the research initiatives and solutions.
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proposed to them. A workshop provides a good platform for such an exchange of ideas and opinions. This led to the conception of SEMS in 2014 and SEMS’17 is intended to continue the tradition and success forward.

Objectives. The overall objective of the SEMS workshop is to further explore the applicability of software development methods to spreadsheets. In particular, this workshop addresses the following goals:

1. Obtain a better understanding of the role of spreadsheets in industry and government organizations. What factors contribute to their widespread use, and what are their weaknesses and challenges?
2. Discuss limitations of spreadsheets. Spreadsheets were not designed to act as software systems, but they often used as such. We will discuss new methods and techniques to overcome limitations spreadsheets currently have.
3. Explore and share new or improved methods, techniques, and tools for spreadsheets. We will discuss what properties spreadsheets should have and how methods from “professional” software development can help end-users.

Intended audience. SEMS’17 is primarily intended for academic researchers involved in spreadsheet related research, in particular related to application of software development methodologies to spreadsheets. The past SEMS workshops have shown that the academic spreadsheet research community is lively, stable, and able to continuously make significant contributions. We also welcome practitioners from the industry interested in usage or improvement of spreadsheet technology, or sharing their experiences, especially from the user’s point of view. This will ensure that the advances in research will be discussed with an increased focus on industrial relevance.

2 SEMS’s History

- **SEMS’16** ([http://spreadsheetlab.org/sems-16/](http://spreadsheetlab.org/sems-16/)) in Vienna, Austria, July 4th, 2016; co-located with STAF, 9 submissions, 4 long and 4 short were accepted for publication, 25 workshop attendees; keynote speaker: Sumit Gulwani, Research Manager & Principal Researcher at Microsoft, Redmond
- **SEMS’15** ([http://spreadsheetlab.org/sems15/](http://spreadsheetlab.org/sems15/)) in Florence, Italy, May 18th, 2015; co-located with ICSE, 16 submissions, 6 long and 5 short were accepted for publication, 23 workshop attendees; keynote speaker: Carlos Otero, Microsoft Excel program manager
- **SEMS’14** ([http://spreadsheetlab.org/sems-14/](http://spreadsheetlab.org/sems-14/)) in Delft, The Netherlands, July 2nd, 2014; co-located with EuSpRIG’s annual conference, 15 papers were submitted and all were accepted for publication, 30 workshop attendees
3 Organization

Organizers

- Jácome Cunha, NOVA LINCS, Universidade NOVA de Lisboa, Portugal
- Birgit Hofer, Graz University of Technology, Austria

Steering Committee

- Felienne Hermans, Delft University of Technology, The Netherlands
- Richard Paige, University of York, UK
- Peter Sestoft, IT University of Copenhagen, Denmark

Program Committee

- Rui Abreu, IST, University of Lisbon, Portugal
- Shing-Chi Cheung, The Hong Kong University of Science and Technology, Hong Kong, China
- Martin Erwig, Oregon State University, USA
- Joo P. Fernandes, Universidade de Coimbra, Portugal
- Felienne Hermans, Delft University of Technology, The Netherlands
- Bennett Kankuzi, North-West University, South Africa
- Daniel Kulesz, University of Stuttgart, Germany
- Jorge Mendes, Universidade do Minho, Portugal
- Richard Paige, University of York, UK
- Sohon Roy, Delft University of Technology, The Netherlands
- Peter Sestoft, IT University of Copenhagen, Denmark
- Leif Singer, Automattic Inc., USA

4 Workshop Format

The workshop starts with a keynote and a subsequent discussion. The following paper sessions allow the authors a maximum of 20 minutes for presenting their papers. 10 minutes are reserved for questions as we intend to foster discussion. In the last part of the workshop, a 90 minutes slot is reserved for the general discussion. The workshop attendees will be asked to state their opinion about the maturity of this research field and what open research topics they have identified. We aim to foster interaction and discussion throughout the workshop instead of having a ‘one-way’ presentation-only event.

5 Additional Material

More information can be found on http://sems2017.ist.tugraz.at/.
Systematic Programming in a Spreadsheet

Aleksy Schubert, Jacek Sroka*, and Jerzy Tyszkiewicz

Institute of Informatics, University of Warsaw, Poland
{alx,sroka,jty}@impan.pl

Abstract. We demonstrate the first systematic, universal method of expressing runs of imperative programs by spreadsheet formulas. Programs which compile to the imperative fragment of Dalvik bytecode can be translated to spreadsheet data, which is in turn interpreted by suitable, universal formulas in a plain spreadsheet. The simulated program may use symbol table and recursion. The worksheet with formulas which interpret the translated bytecode can be therefore seen as a Dalvik virtual machine with spreadsheet as its hardware layer. As a result, spreadsheet can perform algorithmic computations without the need for vendor dependent scripting languages such as VBA, and this way avoid security threats they bring and circumvent compatibility problems.

1 Introduction

It was observed already by Casimir in 1992 [1] that spreadsheet formulas can describe typical algorithms, and therefore may have universal computing power. The author’s conclusion was, however, that spreadsheets were intrinsically uninteresting. The spreadsheet paradigm of computation as such was not much studied since then. Recently a few papers on this topic appeared, e.g., in [9], where it was demonstrated that the SQL can be expressed by a subset of spreadsheet functions, common to all major spreadsheet tools. A few algorithms beyond SQL: transitive closure, breadth first search and depth first search on graphs, have been shown there to be implementable in spreadsheets.

Except that, there are almost no formula based algorithms in spreadsheet programming and no libraries of such algorithms — with the exception of numerical and statistical algorithms, see e.g., [3]. Methodologies of Excel programming in the financial modeling are focused more on avoiding errors in programming of long sequences of relatively simple steps than on algorithms per se [4,10].

In this paper we move from the observation that spreadsheet formulas have universal computing power to a demonstration that they indeed can uniformly express algorithms written in a modern, general purpose programming language, including the necessary data structures.

1.1 Our Contribution

We design a general computation mechanism in spreadsheets. We do so by expressing imperative language constructs using spreadsheet formulas.

* Sponsored by National Science Centre with decision DEC-2012/07/D/ST6/02492.
The language we can translate into spreadsheet is a sufficiently expressive fragment of Dalvik bytecode, known from Android OS. A program written in this fragment is translated, following the Harvard architecture, into: (i) spreadsheet formulas, which create a kind of virtual machine, called Spreadsheet Virtual Machine (SpVM), capable of executing the spreadsheet representation of the bytecode and (ii) spreadsheet data which encodes the bytecode itself. The translation permits the use of the most common programming structures: function call stack handling recursion, and symbol table (also known as dictionary), which provides and subserves the functionality of arrays.

1.2 Potential usecases

The first possible application is to deliver computing power of user defined functions (UDFs) without using any scripting language. We expect that many tasks realized with UDFs might be replaced by components derived from our tool. There are many reasons which might prompt institutions to avoid scripting in their spreadsheets: security concerns [2], script compatibility problems between diverse spreadsheet platforms, using spreadsheets which do not support scripting at all: mobile, online, SAP's spreadsheet in Xcelsius and SAP Dashboards modules, etc. In each such case, a necessary complex computation could be expressed by our construction. Indeed, our interest in expressing complicated computations by pure-formula spreadsheets stems in part from our work on multi-platform spreadsheets, in which scripting is excluded for the sake of portability [8].

We can also imagine using our tool in computer science and computer engineering education. Indeed, it allows one to create and analyse, using spreadsheet toolset, complete runs of Dalvik programs, whether to get an insight into low-level programming and virtual machine construction, code optimization performed by compilers, or algorithm analysis.

1.3 Prior Research

There has been very limited amount of earlier research concerning expressing algorithms in spreadsheets. Apart from the already mentioned [1] and numerous publications concerning statistical and numerical algorithms, these are [11] and [9], which implement SQL, linearithmic sorting and two graph traversal algorithms by spreadsheet formulas. In earlier works [7,6] spreadsheets were used as an environment to animate algorithms, for teaching purposes. A fun project implemented a Turing machine in Excel [5].

2 Dalvik Bytecode

Dalvik bytecode is a register-based low-level language, designed to be executed by Dalvik execution platforms available on modern Android machines.

With this format of executable code we can work with Java as the source language. However, we did not want to model its object-oriented features as
this would make the presentation of our solution prohibitively complex. We just
model an imperative fragment sufficient to represent a single class together with
its static methods. Our solution will work directly with any language that is
compiled to the fragment of Dalvik bytecode we support.

```java
public class GCD {
    static public int gcd(int n, int m) {
        int tmp = 0;
        while (m != 0) { tmp = m; m = n % m; n = tmp; }
        return n;
    }
    public static void main(String[] args) {
        System.out.println(gcd(12, 8));
    }
}
```

Class `XXX`

```
Class descriptor : 'Lexamples/GCD;'

[077064] examples.GCD.gcd:(II)I
[0000: const4 v0, #int 0
[0001: if-nez v2, 0004
[0003: return v1
[0004: move v0, v2
[0005: rem-int v2, v1, v2
[0007: move v1, v0
[0008: goto 0001
```

Fig. 1. The Java source code for the Euclid’s algorithm and the (human-readable
representation of) Dalvik code to which it compiles.

Example 1 We demonstrate the translation from Dalvik to the spreadsheet
and operation of the virtual machine through an example implementation of the
Euclid’s algorithm for the greatest common divisor. The Java code as well as
its translation into Dalvik bytecode are presented in Fig. 1. We believe that the
Java code is routine. Its Dalvik counterpart uses three registers v0, v1, v2, and
exhibits a few bytecode instructions: if-nez is a conditional jump on non-zero,
goto is an unconditional jump, return is a return form function with a value,
rem-int computes a remainder and move copies values between registers.

3 Spreadsheet Virtual Machine

The notion of programming in spreadsheets we use is based on the mechanism of filling. The user creates a few formulas and fills them down to make any re-
quired number of rows. In this sense, the initial few cells constitute a program.
The above mechanism permits creating algorithms in spreadsheets and was used already in [1]. We have created a spreadsheet with two rows of functional formulas in its main VM worksheet, and the user should fill them into as many rows as necessary. Those rows correspond in one-to-one way to the consecutive states of the Dalvik virtual machine that would execute Dalvik bytecode. The two rows in particular handle propagation of the program counter that points to the currently executed instruction. As a result we can deal with complex but static representation of a program to be executed—a feature missing from the Casmir’s account.

3.1 Main conceptual components

A virtual machine within spreadsheet is an inherently complicated structure. In this short paper we describe a few fundamental concepts, which are combined together to make it work. They can be used independently, too.

- Harvard architecture: bytecode instructions are translated into data of the spreadsheet and not into formulas, and instruction data is kept separate from the memory data.
- Using addressing mechanisms to move data elements.
- Modular construction, with organizational structures specifically dedicated to handling all significant functionalities such as: control flow, function evaluation, data structure handling and I/O.
- Built-in data structures: data table and stack (which handles recursion) keep their data in the form of an operation log. Consequently, the simulated Dalvik program can address an unbounded amount of data memory, even though each row in the VM worksheet represents one time instant and has a fixed number of columns.

3.2 Harvard architecture

The decision to translate bytecode to data prevents spreadsheet formulas from getting longer with the length of the Dalvik program.

The language of spreadsheet formulas is purely functional and all data structures it permits are immutable ones. On top of it, we implement an imperative language with mutable structures, hence we must create new copies of data items each time they change. Due to the organization of data in spreadsheets, we create a new copy of the whole state of the SpVM after each step of computation. By using Harvard architecture (as opposed to von Neumann architecture), we avoid multiplication of the instruction memory.

The complete SpVM functionality is realized by a spreadsheet organized into three worksheets: VM worksheet where the program is executed, bytecode worksheet that contains Dalvik bytecode translated to spreadsheet data, and input worksheet that contains input data of the program. The VM worksheet stores appropriately subsequent configurations of the virtual machine, the bytecode worksheet represents the code of the interpreted program and the input worksheet represents the input.
Fig. 2. The bytecode worksheet for the Euclid’s algorithm presented in Fig. 1.

Fig. 3. Schematic structure of a full description of SpVM configuration at time $n+1$. The configuration is yellow, the visible fragments of the preceding and the following one are pink and blue, respectively.

Fig. 4. VM worksheet for the Euclid’s algorithm presented in Fig. 1.
3.3 Addressing mechanisms

Dalvik is a register-based bytecode, so its fundamental logic is realized by fetching data elements from registers, performing operations on them, and storing results in registers. Let us explain the mechanism of addressing on the example of Euclid’s algorithm, instruction move v0, v2 moving value from register v2 to v0. It is encoded in row 6 of Fig. 2 and executed in row 8 of Fig. 4. The main functional part of the formula in B8 is

\[
[B8] = INDEX(A7:A87, INDEX(bytecode, M7, COLUMNS()))
\]  

(1)

The inner INDEX accesses the bytecode area (as a named range) in the row of the instruction to be executed now (in M7), column equal to the column of the register, finds an address there (it is 4 from B6) and fetches the value from column 4 of the register area in cells responsible for representation of the machine configuration in the previous time instant, located in $A7:A87$. This general mechanism is used everywhere in SpVM to move values between registers, input and output registers of the dedicated organisational structures, etc.

This mechanism can indeed update concurrently as many individual registers as necessary. This potential is used when executing invoke bytecode instruction, to replace values of all registers by parameters of the method call in one step.

3.4 Modules and Organisational Structures

Our machine is composed of several modules, responsible for elements of the SpVM’s behavior: control flow, function evaluation, data structure handling and I/O. So, in the process of translating a bytecode instruction into spreadsheet data, particular components of instruction’s functionality are identified and encoded for use by SpVM. E.g., instruction if-nez v2, 0004 in line 0001 of Euclid’s algorithm (Fig. 1) should execute a jump to line 4 if v2 is not zero. Its encoding is in row 4 of Fig. 2 and includes separate pieces of information about: register updates (all elements remain where they were), arithmetic operation to be performed (test for zero) and necessary data moves (from registers to structures that handle arithmetic), and constant of the row to jump to. This separation allows us to construct SpVM from spreadsheet formulas of reasonable size and complexity.

The same instruction is executed in row 5 of Fig. 4. The handling structures are located in columns F and G, the actual counter is in column M. The formula in M5 is

\[
[M5] = CHOOSE(F5, M4+1, INDEX(M$1:M4, N4)+1, G4, IF(L4, G4, 1+M4), G4)
\]  

(2)

The arguments: code of the instruction to be executed (in F5) and constant representing the jump address (in G5) are imported directly from bytecode. The result of test if v2 is nonzero is computed by the arithmetic unit, whose handling structures are in columns I, J and K, and the result appears in column L. Hence
the value we need is found in L4. Now CHOOSE function computes the new line: the type of the operation in F5 is 1 for all instructions which unconditionally go to the next statement, 2 encodes return from a function call (to be explained below), 3 and 5 are for unconditional jumps—the former is a jump within a function (e.g. goto), the latter is a jump to a different function. Type 4 is the one we actually use: conditional jump depending on the test result.

All other handling structures are constructed similarly, with input cells for operands and operation code, and a CHOOSE-based formula to execute the needed operation.

3.5 Data structures

The idea behind data structures is that they are not stored in the configuration space of SpVM, which is of very limited size. Instead, in every step of computation which alters data structures, an appropriate change record is created in a few cells of the present row, only. The access to the data structure is executed by formulas which aggregate the information from whole columns of these records, from the top of the spreadsheet until the present row, i.e., the complete history of all changes until now, to determine the result of the access.

*Symbol table.* Its handling structure controls put requests which specify: an id n of a symbol table, a key k and an item i to be stored. The id and key are concatenated with a separator into a composite key n : k, which uniquely determines both components. The put is executed by the fact that the composite key and the value appear in the same row in two columns of symbol table.

Retrieving a value from the symbol table, given a composite key produced from two arguments of a get request, is accomplished by searching for the (position of the) most recent record of a put action using the same composite key, in a vertical range of cells. Standard MATCH searches top-down, but we must search bottom-up. There are several well-known solutions of this spreadsheet problem. When this position is found, an INDEX-based formula fetches the value associated with this put request.

*Stack (LIPO).* Its implementation is slightly more complex. We describe it here on a smaller model, with one column of data. In SpVM it is used to handle recursion, and hence it encompasses all its columns, which makes it quite difficult to explain, although the principle of its operation is exactly the same as below. Assume handling structure with operation id in column A: 1 indicates push, 2 indicates pop, 3 indicates no action. The data item to be pushed is in column B. The stack is located in the next three columns: column C holds the result of the pop (an error value if no pop is executed), column D holds the present top of the stack, and column E holds the number of the worksheet row immediately preceding the one in which the present top value was pushed. The formulas which do it are the following (examples from row 4):

\[ [C4] =\text{CHOOSE}(A4, NA(), E3, NA()) \]
[D4] =CHOOSE(A4,B4,INDEX(D$1:D3,E3),E3)
[F4] =CHOOSE(A4,ROW()-1,INDEX(E$1:E3),E3)

It is not difficult to verify that the formulas update this information in a way which conforms to the semantics of stack. The INDEX subformulas are the key ones, which restore the previous stack top when pop is executed, accessing the whole history of all stack operations until now. They are completely analogous to the INDEX subformula in (2), which handles return from a method call and restores the activation record immediately preceding the method call. Concerning the data movement formula (1), it is indeed a subformula of the complete one used in SpVM, which includes a test if we are returning from a method call now, in which case an INDEX is computed to restore the pre-call values of registers.

4 Downloads

We have prepared encodings of a few Dalvik programs: lcp-based and recursion-based variants of Euclid’s algorithm, Shell sort and insertion sort, which intensively use symbol tables. They are available for download, together with instructions, from https://www.mimuw.edu.pl/~jty/SpVM/.
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Implementing GROUP BY Calculations as Spreadsheet Formulas
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Abstract. A GROUP BY is an operator of the SQL language that allows aggregate calculations to be performed on a set of rows in a database. In a spreadsheet program like Microsoft Excel, one could program aggregate calculations in VBA, its programming language, or use its Query or its Pivot Table tools. Excel functions like SUMIF and AVERAGEIF perform their calculations on one level of aggregation, and functions like SUMIFS and AVERAGEIFS can work on more levels but become unwieldy quickly. In this paper, we present similarities and differences between SQL’s GROUP BY and spreadsheet aggregating formulas. We also present preparation formulas that allow the developer to always use the simple SUMIF and AVERAGEIF, no matter how many levels of aggregation are needed. Finally, we also provide model management formulas to help the spreadsheet developer ensure that his spreadsheet model covers all the possible groups.

1 Introduction

Various research has reported important spreadsheet error rates. [1] surveyed studies showing a percentage of spreadsheet with errors as high as 86%. Spreadsheet errors have led to not only monetary losses [2] but have also caused career failures [3] and reputation losses [4].

Research has been done to help spreadsheet developers build complex spreadsheets by using Computer Science and Software Engineering concepts. For example, [5] examines cell labels typed by the spreadsheet developer to infer a structure and provide type checking in formulas, and [6] proposes a model-driven approach. [7] proposes a method to reverse-engineer a spreadsheet to extract relational model and propose a method to do the opposite: generate a spreadsheet from a relational model. Finally, [8] developed a methodology based on the conceptual model of Information Systems.

While Microsoft Excel has tools to analyse multidimensional data using Pivot Tables and Queries, there are no equivalent tools for multidimensional models.
When analysing multidimensional data, the Pivot Table itself is the result sought by the user. But in the case of a model, the user can perform different scenario analysis to explore the impact of some input variable values on some key result variables. If we were to use Pivot Tables to aggregate some variables, we would need one Pivot Table for each initial and final dimension sets. The result of one Pivot Table would be variables that are used in the calculation of other variables, which are in turn used in another Pivot Table.

But Pivot Tables and Queries do not update dynamically when the underlying values change. After modifying an input value, the spreadsheet user would then have to update each Pivot Table, in the proper order, to observe the correct result. While it is possible to program routines in VBA that would be triggered automatically when an input value changes, this requires training that most Excel users don’t have.

Spreadsheet developers have resorted to creating all sorts of structures to represent dimensions. For example, [9] has a spreadsheet with three dimensions: Quarter, Product and Region (see Figure 1). The Product dimension is presented as different worksheets, the Quarter dimension as columns and the Region dimension as blocks of repeated formulas.

![Figure 1 Multidimensional spreadsheet example](image)

In this paper, we will present worksheet structures and Excel formulas that will perform aggregate calculations similar to the GROUP BY clause of SQL’s SELECT statement.
2 Multidimensional modelling and database concepts

A model with multidimensional variables is similar to database tables representing multidimensional entities. We will build model management variables to implement the equivalent of primary keys and foreign keys, allowing us to join worksheets as we would join tables.

2.1 JOIN operation

In SQL, the JOIN operation lets us join the rows of two tables based on the condition that the values of the columns forming the primary key of one table are equal to the values of the corresponding columns of the other table, called a foreign key.

A typical JOIN operation looks like this:

```
T1 JOIN T2 USING (C1, C2, ... Cj)
```

The set of columns (C1, C2, ... Cj) is the primary key of table T1 and a foreign key of table T2, or vice-versa. Each row of table T2 will be joined to the row of table T1 that satisfies the condition

```
```

For example, the clause `ORDER JOIN ORDER_DETAIL USING (ORDER_ID)` will join to each row of table ORDER_DETAIL the corresponding row of the ORDER table. The corresponding row is determined by the condition

```
(ORDER.ORDER_ID = ORDER_DETAIL.ORDER_ID)
```

In our implementation of primary and foreign keys, we will keep the simple name of the variable in the worksheet where it represents the primary key, `ORDER ID` in the ORDER worksheet, but we will combine it with the worksheet name where it represents a foreign key, `ORDER ID in ORDER DETAIL` in the ORDER DETAIL worksheet. This naming convention lets us avoid having homonyms in our Excel implementation, which is considered to be a source of error by [10].

2.2 Composite keys

A composite primary key is a primary key composed of more than one column. While composite keys are useful in databases, we prefer not to use them
in our approach. Every composite key will be replaced by an equivalent surrogate key constructed by concatenating all the elements of the composite key. This is illustrated in section 4.1.

Using concatenated surrogate keys lets us use Excel’s simpler \texttt{SUMIF} function instead of the \texttt{SUMIFS} function.

3 Example problem

In our example, we need to create a worksheet for each set of dimensions that interest us. In our example, we use dimensions \textit{Year}, \textit{Region}, \textit{Product} and \textit{Market}, which we will represent by the letters \textit{Y}, \textit{R}, \textit{P} and \textit{M}. A modelling expert has examined the problem and prepared the conceptual model of its solution.

Figure 2, using the methodology presented in [11], shows the Formula Diagram of our example model. It calculates the number of units sold and the sales amount for each year, for each region, for each product and for each market. These are variables \textit{UNITS SOLD} \((y, r, p, m)\) and \textit{SALES AMOUNT}(\(y, r, p, m\)).
The triangles represent data variables and the circles are calculated variables. The dash-bordered boxes represent dimension sets that may require one worksheet for its calculated variables and one for its data variables.

A calculated variable, like Unit Cost and Selling Price, belongs to a dimension set formed by the union of the dimension sets of the variables used in its calculation. Aggregated calculated variables, like Units Sold YR and Annual Variable Cost, must be calculated from a variable belonging to a dimension set that is a superset of their own. As a counter example, variable Units Sold YR cannot be calculated from Units Sold YM.

The problem we now face is the implementation of the solution presented in the Formula Diagram. We are interested in calculating the following aggregate variables:

| Units sold and sales amount by year and region | UNITS SOLD YR(y, r) | SALES AMOUNT YR(y, r) |

Note that we name the aggregate variables with the name of the calculated variable followed by their dimension code. Mathematically, we represent the calculations as

\[
\text{UNITS SOLD YR}_{y, r} = \sum_{m, p} \text{UNITS SOLD}_{y, r, p, m}
\]

\[
\text{SALES AMOUNT YR}_{y, r} = \sum_{m, p} \text{SALES AMOUNT}_{y, r, p, m}
\]

We can write these calculations in SQL as follows:

```sql
SELECT YEAR, REGION,
    SUM(UNITS SOLD) AS "UNITS SOLD YR",
    SUM(SALES AMOUNT) AS "SALES AMOUNT YR"
FROM YRPM
GROUP BY YEAR, REGION
```

In the following section, we will explain how to set up model management variables in the YRPM worksheet, representing the origin dimension set, and the YR worksheet, representing the destination dimension set.
4 Spreadsheet preparation

In Excel, we can do the same calculation with the \texttt{SUMIF} function, but it requires some preparation. We mentioned earlier that we need a worksheet for each set of dimensions that interest us. In this case, we will have a worksheet named $YRPM$ with all the variables with the (Y, R, P, M) dimension set, and a worksheet named YR with all the variables with the (Y, R) dimension set.

If we build the multidimensional worksheets as cartesian products of their basic dimensions, we will be assured that the primary keys cover all possibilities.

4.1 The $YRPM$ worksheet

In the $YRPM$ Data worksheet, we define a model management variable that describes the surrogate foreign key composed with dimensions Y and R with the following formula:

$$YR \text{ in } YRPM = \text{Year in } YRPM \ & - & \text{Region in } YRPM$$

This is illustrated in Figure 3

![Figure 3 Surrogate foreign key $YR \text{ in } YRPM$ definition](image)

We use a dash to separate the elements of the composite key to avoid situations where concatenating different values give the same result. For example, if we don’t use a separator regions S and SE concatenated with markets ED and
D would both give the same result, SED. The separator, a dash in this case, needs to be a character that never appears in the values we are concatenating.

The YRPM worksheet performs the actual calculation of the model’s variables, Sales Amount and Units Sold as illustrated in Figure 4. Column C contains all the model’s formulas, and they are copied up to column PZ, representing 440 instances of dimension set YRPM (11 years, 5 regions, 2 products and 4 markets).

![Figure 4 Model variables Sales Amount and Units Sold in YRPM](image)

4.2 The YR worksheet

Similarly, we define the primary key in the YR Data worksheet with a similar formula: (see Figure 5)

\[ YR = \text{Year in YR} \& \text{"-"} \& \text{Region Code in YR} \]

In the YR worksheet, variable YR is the equivalent of a primary key and has unique values, and in the YRPM worksheet YR in YRPM is the equivalent of a foreign key and has repeated values.

![Figure 5 Surrogate primary key YR definition](image)
If we consider tables \(YR\) and \(YRPM\) to represent the similarly named worksheets, their relationship is illustrated in the Data Structure Diagram of Figure 6.

![Figure 6](image)

Figure 6 Relationship between tables \(YR\) and \(YRPM\), using composite keys

Finally, we are now set to calculate the aggregate variables we are interested in with the following formulas:

\[
\text{UNITS SOLD YR} = \text{SUMIF}(\text{YR in YRPM}, \text{YR}, \text{UNITS SOLD})
\]

The formulas are illustrated in Figure 7.

![Figure 7](image)

Figure 7 Aggregate calculation, normal view (left) and formula view (right)

The actual behavior of the \text{SUMIF} function in row 9 is more like this SQL statement, even though the \text{JOIN} operation is not really needed:

```sql
SELECT YEAR, REGION, SUM(UNITS SOLD) AS "UNITS SOLD YR"
FROM YRPM
JOIN YR ON (YR.YR = YRPM.YR)
GROUP BY YEAR, REGION
```

In Figure 7, \(YR\) in row 8 is \(YR.YR\), the primary key of the \(YR\) table, and \(YR\) in \(YRPM\) in row 6 is \(YRPM.YR\), a foreign key of the \(YRPM\) table referencing \(YR.YR\).
A possible source of error would be having an incorrect number of columns in rows 6 to 9: rows 6 and 7 need as many columns as there are in the YRPM dimension, and rows 8 and 9 need as many columns as there are in the YR dimension. To warn against such an error, we could add model management formulas to verify that the sum of rows 7 and 9 are equal to the sum of row 11 of worksheet YRPM (see Figure 4).

If we don’t use composite keys, then the relationship between tables YR and YRPM is shown in Figure 8. Figure 9 shows how the same calculation can be done with the SUMIFS function. In general, the use of SUMIFS requires adding one pair of simple foreign key values to the top part of the block for each dimension used in the result dimension set, (Year,Region) in this example.

\[
\text{UNITS SOLD YR} = \text{SUMIFS(UNITS SOLD, Y in YRPM, Y in YR, R in YRPM, R in YR)}
\]

The behavior of the SUMIFS function in row 25 is like this SQL statement, even though the JOIN operation is not really needed:

```sql
SELECT YEAR, REGION, SUM(UNITS SOLD) AS "UNITS SOLD YR"
FROM YRPM
JOIN YR ON (YR.YEAR = YRPM.YEAR AND YR.REGION = YRPM.REGION)
GROUP BY YEAR, REGION
```
The calculation of Annual Variable Cost from Variable Cost (see Figure 2), aggregating over 3 dimensions, would require setting up 7 rows to perform a \texttt{SUMIFS}, while it would still require only 3 rows for a \texttt{SUMIF}.

\section{Conclusion}

Multidimensional variables are hard to model in spreadsheets. Spreadsheet developers, left to themselves, devise imaginative ways of handling them. But they almost always involve making multiple copies of formulas, thereby increasing the number of operations needed to maintain the spreadsheet.

In this paper, we presented a set of formulas comprising model management formulas to prepare the necessary structures and the simple model formulas to calculate aggregate values. These model management formulas serve to emulate the concepts of primary and foreign keys used in relational databases as well as the \texttt{GROUP BY} operation. They could be generated automatically, either with an application or with an Excel template. One could use the method presented in [12] to generate the rows containing the primary keys and the foreign keys for all the needed dimension sets.

Here are a few areas that deserve further research:

- Is constructing a spreadsheet using the multidimensional structures presented here better than letting developers use their own approach? We could define \textit{better} with the number of errors, the elapsed time or some other productivity measure.
- Is a spreadsheet constructed using the multidimensional structures presented here easier to maintain than one constructed using another approach? There are two different maintenance operations we must consider: adding values to a dimension or modifying the problem requirements and adding new variables. The first case could be as simple as adding a new product. The second case could be adding a monthly handling capacity to the regional warehouse and an extra cost when the number of units shipped during the month exceeds that capacity. We could also consider whether the modification is performed by the original spreadsheet developer or by somebody else.
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Abstract. Spreadsheets provide a flexible and easy to use software development environment, but that leads to error proneness. Work has been done to prevent errors in spreadsheets, including using models to specify distinct parts of a spreadsheet as it is done with model-driven software development. Previous model languages for spreadsheets offer a limited expressiveness, and cannot model several features present in most real world spreadsheets.
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1 Introduction

The size and complexity of software has been quickly increasing in the last years. A paradigmatic example is the size of the software included in the aerospace industries: while the space shuttle developed in the 80’s contained about 400,000 lines of source code\footnote{https://www.nasa.gov/mission_pages/shuttle/flyout/flyfeature_shuttlecomputers.html}, the modern \textit{Airbus A380} built in this century includes more than 100 millions lines of code [13]. In such large and complex systems it is unfeasible to reason about the software just by looking/understanding its source code [13].

Model-Driven Software Development (MDSD) has emerged as an important software engineering discipline allowing developers to reason about complex software by providing simple/concise abstractions - the software model. Very much like a civil engineer develops “human-scale” models of a bridge, before the real bridge is constructed, in MDSD a software engineer reason about his complex software by analyzing a simpler model.

Spreadsheets are no exception, and, indeed, they tend to evolve into large and complex software systems, which are difficult to understand, to maintain, and to evolve. The combination of complexity with the lack of abstraction mechanisms, is the main cause of the (too) many errors caused by spreadsheets [1,11,12].
Model-driven spreadsheet development was introduced in spreadsheets [3,7–9] with two main goals: Firstly, to provide a powerful abstraction of the business logic of spreadsheets so that users can reason about their spreadsheets by analyzing simple models, instead of very large and complex data. Secondly, to provide a type system for spreadsheets: the model is incorporated into a regular spreadsheet so that it limits the data/formulas that can be defined in the spreadsheet cells. In such a model-driven spreadsheet engineering setting, the spreadsheet data (i.e., the instance) has always to conform to the spreadsheet model (i.e., the type), thus steering users in introducing correct data.

ClassSheets were introduced by Engels and Erwig as a powerful domain-specific modeling language for spreadsheets [7]. ClassSheets define both the computation and layout of spreadsheet tables. In previous work we have extended the ClassSheet formalism to improve its expressiveness [5]. Moreover, we conducted empirical studies using real-world model-driven spreadsheets that showed an improvement in users’ performance, while reducing the error rate [2]. This latter work also showed the limitations of (extended) ClassSheets: the business logic and layout of several real-world spreadsheets could not be modeled by a ClassSheet. In other cases, the ClassSheet model was not the natural way to express the layout/logic of the spreadsheet.

In this paper we present a new modeling language for spreadsheets: Tabula. This language is inspired by the ClassSheet modeling language, namely its visual notation, but it provides more expressive features like type constraints and nested classes with repetitions enabled by a different abstract representation. Moreover, Tabula includes a bidirectional transformation engine that guarantees synchronization after an update either in a Tabula model or spreadsheet. Much like our previous work on ClassSheets, the usage of model-driven spreadsheets targets repeated use of spreadsheets with a well-defined structure and logic. Tabulae are to be defined by a specialist in the domain with knowledge on modeling with Tabula, but usage of the respective spreadsheets targets usual spreadsheet users. We used the Tabula visual language to model a widely used budget spreadsheet that is provided by Microsoft as a budget template. Moreover, we also model the business logic of that spreadsheet using a ClassSheet model, and we compare the expressiveness of both spreadsheet modeling languages.

This paper is organized as follows: Section 2 gives a short introduction to model-driven spreadsheets and discusses the ClassSheet modeling language. Section 3 introduces in detail the Tabula modeling language and briefly describes its bidirectional transformation engine. In Section 4, we evaluate the expressiveness of Tabula when modeling a budget spreadsheet. We also compare the Tabula and the ClassSheet models for this spreadsheet instance. Finally, Section 5 includes our conclusions.

2 Model-Driven Spreadsheet Development

Before we propose a new modeling language for spreadsheets let us discuss in more detail the state of the art on model-driven spreadsheet engineering.
Several different approaches to use MDE in spreadsheets have been proposed in literature. The first model-driven spreadsheet specification language was *Model Master* [9]: an object-oriented textual specification of a spreadsheet that can be compiled into a concrete spreadsheet and also to be * Decompiled* from a spreadsheet. It has a mathematical background, conceived from category theory concepts.

*Spreadsheet templates* [8] were the first approach to define a MDE spreadsheet language with a visual representation which allows to specify spreadsheets in a spreadsheet-like manner. On top of these spreadsheet templates, Engels and Erwig proposed *ClassSheets* [7]: a high-level, object-oriented formalism to specify the layout and business logic of spreadsheets. The visual representation of ClassSheets is close to what spreadsheets users are familiar with. ClassSheets are supported by their own application and then compiled to spreadsheets. As a result, model and instance are supported by different software systems, limiting the synchronization whenever one artifact (model or instance) evolves. In order to minimize this drawback, ClassSheets have been embedded in spreadsheet system [2, 3], bringing spreadsheet modeling closer to end users, and allowing model-instance co-evolution. Moreover, these embedded ClassSheets have been extended with additional features to improve their expressiveness [5].

To show the expressiveness of ClassSheets, and also their limitations, let us consider a simple spreadsheet to keep track of the inventory of products, as shown in Fig. 1. In its simplest form, the inventory is just a list of items. Each item defines the name of the product (column A) and the available quantity (column B). The last row contains the total of products: the sum of the quantities of listed products. Figure 2 contains the ClassSheet (in its visual notation [7]) that models the business logic and layout of this spreadsheet: it consists of a class, named *Items*, that includes two attributes (*desc* of type *string*, and *stock* of type *number*, with default values the empty string and 0, respectively). The total of products is defined by a formula that refers to attribute names (and not the usual column/row references). Finally, the layout is specified by the vertical dots, meaning that values of the above attributes can repeat vertically.

![Spreadsheet](image1.png)  
*Fig. 1.* Spreadsheet storing a list of items with their respective stock and its total.  

![ClassSheet](image2.png)  
*Fig. 2.* ClassSheet specifying the spreadsheet in Fig. 1, using the notation from [7].
Tabula: A Language to Model Spreadsheet Tables

In the context of MDE we say that the spreadsheet instance presented in Fig. 1 conforms to the spreadsheet model in Fig. 2. We can also say that the spreadsheet data in Fig. 1 has type `Items` ClassSheet.

Let us consider now that we wish to distinguish different categories of products, namely, *fruits* and *legumes*. Figure 3 presents a possible spreadsheet that structures the inventory in this way. However, this new inventory spreadsheet is not easily specified using ClassSheets, because they do not support nested repetition of classes. Figure 4 contains a ClassSheet that does model the new inventory, but, as we can see, some of the data (the categories) must be defined at the model level. As a result, models tend to grow and resemble the instance, which limits the expressiveness of the approach: when a new product category has to be considered both the model and instance have to be updated!

The key feature lacking in the ClassSheet modeling language is the possibility to define nested repeated classes/attributes. Thus, in ClassSheets, it is not possible to express the fact that we have categories of products that repeat vertically, each of which has a list of items (pairs of product name and quantity) that also repeat vertically.

The inventory spreadsheet can be modeled using Tabula as shown in Fig. 5. In this case, categories can also be abstracted in the model and all the data is defined.
in the spreadsheet, only. A key advantage of Tabula over ClassSheets is the ability to describe nested repetitions. In our running example, it defines one for the category (as indicated by the downwards arrow on the left of the left brace) and a nested one for the category items is indicated by the other downwards arrow (on the right of the left brace). This feature is not only possible for vertical repetitions like in this example, but also for horizontal repetitions. Moreover, Tabula allows to define type constraints leading to a better characterization of the data the spreadsheet should hold, and, as a consequence it prevents user errors. In our example, the attribute stock has its values restricted to non-negative numbers. A detailed description of the Tabula modeling language is presented in the next section.

3 The Tabula Spreadsheet Modeling Language

A spreadsheet comprehends both the logic and the layout of a program. The Tabula modeling language specifies both of those elements, having a definition of the computation a spreadsheet has to perform, and how such computation is shown to users. Tabula include also a bidirectional evolution engine that guarantees model/instance synchronization after a transformation in one of these software artifacts. In the next section we define the Tabula modeling language. After that, we briefly describe the Tabula evolution engine.

3.1 Specification of Layout and Logic

A Tabula is defined as a type with a name, a list of classes and a grid. We express it in the Haskell programming language by the following abstract data type:

```haskell
data Tabula = Tabula Name [Class] (Grid TCell)
```

Classes provide a meta-information about the cells in their range, while the grid defines the layout and contents of the spreadsheet. For that, classes are defined as

```haskell
data Class = Class Name Range Expansion
```

The range of type Range is defined as the pair of its top-left coordinate and its bottom-right one.

```haskell
type Range = (Point, Point)
```

The expansion information, of type Expansion, defines if the class can expand in any direction and thus have multiple objects in the instance.

```haskell
data Expansion = None | Down | Right | Both
```

There are several options:

- the class can only have a single object, called a singleton, and thus does not expand, defined by the value None;
the class can have multiple objects that repeat downwards, defined by the value Down;
- the class can have multiple objects that repeat to the right, defined by the value Right; and,
- the class can have multiple objects that repeat both to the right and downwards, defined by the value Both.

The layout is presented by a grid, where each cell in the Tabula grid represents one or more cells in the spreadsheet. There are three kinds of Tabula cells, represented by the type TCell: input, formula and label.

An input cell is specified with the contents in the format “name=default”, where name is the name of the attribute it represents and default is the default value for the respective cells in the spreadsheet. This value is also used to define the type of the contents, where a numeric value implies the type being a number and a quoted text (possibly empty) implies the type being textual.

A formula cell is similar to an input cell. It is defined using the format “name=formula”, where name is the name of the attribute it represents and formula is the formula it defines. References in the formula are made using attribute names defined by input cells or by other formula cells.

A label cell is any cell that is neither of kind input nor formula. The content of the respective cells in the spreadsheet are exactly the same content as in the Tabula cell. In this kind of cells fall empty cells, numeric cells and any other textual cell.

The logic is as specified by the classes and the attributes defined in the grid. Each class in the Tabula represents a kind of object present in the spreadsheet, where the attributes are the ones in the grid contained in the class’ range.

The spreadsheet of our running example can be defined with a Tabula containing a two-by-six grid with two classes, where one class contains the list of items and another class contains each item:

```plaintext
inventory =
Tabula "Inventory"
  -- classes
  [ Class "Inventory" ((0,0), (1,5)) None
    , Class "Category" ((0,2), (1,4)) Down
    , Class "Item" ((0,3), (1,3)) Down
  ]
  -- grid
  (Grid.fromLists [ ["Inventory", "*"]
    , ["", "*"]
    , ["desc=""
      , "stock=0 : >=0"
    , ["", "*"]
    , ["Total", "total=SUM(stock)"]]

A concise and graphical representation of this Tabula is presented in Fig. 5. It describes the grid in its tabular format and uses the background color to identify the classes each cell belongs to. On the side there is a legend relating

\footnote{We assume that colors are available in the electronic version of this document,}
the color to the class since the name is not always present in the table: the class **Inventory** (in yellow) has a label in its top-left cell but the classes **Category** and **Item** (in green and blue, respectively) do not. Moreover, in some cases, the label can be different from the class name. The arrow pointing down on the left of the attribute **desc** indicates that the class **Item** expands down and the one on the left of the left brace indicates that the class **Category** also expands down, with the left brace removing any visual ambiguity that might arise about what is repeated.

The layout of a Tabula can also expand horizontally and the expansion area can contain multiple columns or rows. This configuration is displayed in Fig. 7, where the inventory for one item (**apple**) along the years is presented. Thus, a new class **Year** is created, containing the attributes **year**, **stock** and **sold** to represent the year an object refers to, the stock of the item at the end of the year and the number of items sold that year, respectively.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Items</td>
<td>2012</td>
<td>2013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>stock</td>
<td></td>
<td>sold</td>
<td>stock</td>
<td>sold</td>
</tr>
<tr>
<td>3</td>
<td>apple</td>
<td>5</td>
<td>12</td>
<td>4</td>
<td>16</td>
</tr>
</tbody>
</table>

Fig. 6. Spreadsheet with an apple inventory per year.

<table>
<thead>
<tr>
<th>Inventory</th>
<th>year=2000</th>
<th>stock=0</th>
<th>sold=0</th>
<th>Average sold</th>
<th>avg=\text{AVERAGE(sold)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>apple</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7. Tabula specification of an apple inventory per year.

In Fig. 9, the conjugation of the configurations presented in Figs. 5 and 7 is shown, providing a more complex example. The result contains additional classes that relate the expandable classes from both of the previous examples. Thus, the Tabula contains the class **Inventory** from both examples, the class **Item** from Fig. 5 and the class **Year** from Fig. 9. Moreover, it contains two new classes to represent the attributes that are in the relation between:

- **Category** and **Year**, named **CategoryYear**; and,
- **Item** and **CategoryYear**, named **ItemCategoryYear**.

Both of these classes expand in both directions: horizontally and vertically. This Tabula is specified as follows:

```r
inventoryYear =
Tabula
"InventoryYear"
-- classes
[ Class "Inventory" ((0,0), (3,5)) None
  , Class "Year" ((1,0), (2,5)) Right
```
Classes are laid out in a layered fashion, where the class that is used by another is at a higher level than the one that uses it. Thus, classes are not
broken down by other classes, but instead have parts of themselves covered by other classes. This characteristic is demonstrated in Fig. 10 with the ordering relation between the classes show in Fig. 11.

![Fig. 10. Class layers for the inventory example (Fig. 9).](image)

![Fig. 11. Class ordering for the running example (Fig. 9).](image)

In order to have a valid model, some rules in laying the classes must be followed:

- There must always be a base class with the size of the Tabula grid. In the running example, this base class is `Inventory`.
- Inner classes must either use the whole height or the whole width of the class below. In the former case, the class is called a *vertical class*, possibly expanding to the right, and in the latter case the class is called an *horizontal class*, possibly expanding down. This rule prevents spreadsheet layout deformation when adding new instances of a class.
- An horizontal class must leave a line above and another below of the class below. A vertical class must leave a column to the left and another one to
the right of the class below. This rule prevents ambiguity in the layer order and allows for a simpler visual representation. Note that there is no need to leave space between two classes at the same level.

- Two classes are allowed to intersect when one is contained by the other, i.e., the intersection area is the area of the contained class, or when a class is a vertical one and the other is an horizontal class.
- When a vertical class intersects with an horizontal one, a relation class must use the intersection area.
- Only relation classes can expand both to the right and down at once.

Note that this rules have a similar objective as the tiling rules for ClassSheets.

The notion of layers and class ordering is also used to define which class an attribute belongs to. Thus, an attribute belongs to the top-most class over that cell. The name resolution and translation to cell references in the instance works like in ClassSheets.

3.2 Model-Driven Spreadsheet Evolution

In a model-driven spreadsheet development environment, spreadsheet users can reason about large and complex data just by looking at the model. In this setting, spreadsheet users are not only able to edit/transform the instance (as in regular spreadsheet systems), but also to edit/transform the model. However, after a transformation in one of the software artifacts (model or instance), the model-driven environment has to guarantee their synchronization. That is to say, the instance has always to conform to the model, after every instance or model transformations.

In our previous work, model/instance co-evolution was applied to ClassSheets with a bidirectional transformation engine [4,6] that is able to perform a change in the ClassSheet and then have the respective spreadsheet co-evolved correspondingly. Moreover, this transformation engine is also able to perform changes in the spreadsheet that possibly breaks conformance with the model, but that co-evolves the model in order to keep the conformance, and therefore the bidirectional capability.

We have adapted and improved such bidirectional transformation engine to guarantee synchronization after a Tabula or a spreadsheet instance evolution. The structure of the bidirectional transformation engine is shown in Fig. 12: the engine includes a set of transformation operations both on the model \( t_M \) and on the instance \( t_I \). It also defines two mapping functions (to and from) between such operations, that convert transformations in the model to transformation in the instance and vice versa. These two functions guarantee the synchronization of model and instance: An operation on the model (instance) is transformed to operations in the instance (model), such that after applying the transformations in the model and instance the conformance relation is guaranteed.

The arrow create from a Tabula model to a spreadsheet instance means that from the model an initial instance can be generated, where the model serves as a type system. Thus, when editing the generated instance, end users are forced...
to conform to the model. That is to say that they have to define spreadsheet
data/value with that specific Tabula type.

In this paper we omit the definition of this bidirectional engine. Such definition
is provided in [10].

4 Tabula With Real-World Spreadsheets

In order to assess the expressiveness of Tabula, when compared to the ClassSheet
model, let us consider a widely used spreadsheet for a personal budget provided
by Microsoft\textsuperscript{3}.

The Microsoft budget spreadsheet template has 14 columns and 91 rows,
which users can reuse and edit by adding more data (rows) to the spreadsheet.
Column-wise, the first one contains labels for each row, the twelve next columns
contain the data for the twelve months of a year, and the last one contains the
total for the year for each item. Row-wise, the spreadsheet has a title, then a
header for the columns, a set of rows for the income, and then sets of rows
for the expenses, grouped into categories (\textit{home, daily living, transportation, enter-
nainment, health, vacations, recreation, dues/subscriptions, personal, financial
obligations} and \textit{misc. payments}). The categories have 5 items in average.

In fact, this spreadsheet was used in an empirical study \cite{2} to evaluate the
performance of spreadsheet users when using model-driven spreadsheets. In that
study the business logic of the budget spreadsheet was modeled by a ClassSheet.
ClassSheets, however, could not capture the essence of the spreadsheet, resulting
in a large and hard to understand and maintain model. A fragment of this
ClassSheet model is shown in Fig. 13.

Because nested repetitions are not supported by ClassSheets, the model of
the spreadsheet has to contain the concrete type of expenses (11 in total). This
result in a visual ClassSheet that has 14 columns and 42 rows. Moreover, the
formulas have also to refer to a large number of unique attributes, making their
definition more complex and prone to errors. Finally, users cannot extend the

\textsuperscript{3} \textit{Basic personal budget} spreadsheet available at:
categories of the expenses in the spreadsheet, only. A change in the model is needed, too.

In comparison, the Tabula model presented in Fig. 14 for the same spreadsheet can model the different kinds of expenses and thus be more concise than the ClassSheet model. Moreover, there are no explicit reference to specific type of expenses (like, for example, Home and MiscPayments in the ClassSheet model). Finally, the Tabula also define constraints on types, like specification that only positive numbers can be added as expenses. The Tabula has the same number of columns (14), as the template is not dynamic in that axis, but has only 12 rows, describing the kinds of expenses in one expandable class.

A summary of the differences between both models is presented in Table 1, which for each entry contains the number of rows, columns, classes, attributes, input cells and formulas.

**Table 1.** Comparison of different metrics for the original personal spreadsheet, its ClassSheet and its Tabula.

<table>
<thead>
<tr>
<th></th>
<th>width</th>
<th>height</th>
<th>classes</th>
<th>attributes</th>
<th>input</th>
<th>formulas</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>personal budget</strong></td>
<td>14</td>
<td>91</td>
<td>-</td>
<td>988</td>
<td>744</td>
<td>244</td>
</tr>
<tr>
<td><strong>Tabula</strong></td>
<td>14</td>
<td>12</td>
<td>5</td>
<td>81</td>
<td>27</td>
<td>54</td>
</tr>
<tr>
<td><strong>ClassSheet</strong></td>
<td>14</td>
<td>42</td>
<td>25</td>
<td>350</td>
<td>156</td>
<td>194</td>
</tr>
<tr>
<td><strong>Tabula (dyn.)</strong></td>
<td>3</td>
<td>12</td>
<td>10</td>
<td>16</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td><strong>ClassSheet (dyn.)</strong></td>
<td>3</td>
<td>42</td>
<td>38</td>
<td>65</td>
<td>25</td>
<td>40</td>
</tr>
</tbody>
</table>
Fig. 13. A ClassSheet for the Microsoft personal budget spreadsheet, with rows 12–38 omitted.

In comparison, the Tabula model presented in Fig. 14 for the same spreadsheet can model the different kinds of expenses and thus be more concise than the ClassSheet model. Moreover, there are no explicit references to specific types of expenses (like, for example, Home and MiscPayments in the ClassSheet model).

Finally, the Tabula also defines constraints on types, like specification that only positive numbers can be added as expenses. The Tabula has the same number of columns (14), as the template is not dynamic in that axis, but has only 12 rows, describing the kinds of expenses in one expandable class.

A summary of the differences between both models is presented in Table 1, which for each entry contains the number of rows, columns, classes, attributes, input cells and formulas.

Table 1. Comparison of different metrics for the original personal spreadsheet, its ClassSheet and its Tabula.

<table>
<thead>
<tr>
<th></th>
<th>personal budget</th>
<th>Tabula</th>
<th>ClassSheet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Height</td>
<td>91</td>
<td>12</td>
<td>42</td>
</tr>
<tr>
<td>Classes</td>
<td>25</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>Attributes</td>
<td>744</td>
<td>81</td>
<td>350</td>
</tr>
<tr>
<td>Input Cells</td>
<td>244</td>
<td>27</td>
<td>156</td>
</tr>
<tr>
<td>Formulas</td>
<td>244</td>
<td>54</td>
<td>194</td>
</tr>
</tbody>
</table>

The first entry in this table is the personal budget (as obtained from the link provided above). The second and fourth entry contains two Tabula models for this personal budget where the first model specifies the twelve months, and the second the months are defined via a repetition (this is the Tabula in Fig. 14). The third and fifth entries contains the metrics of the ClassSheet models for the personal budget (with the twelve months defined or with repetitions as shown in Fig. 13). As we can see in this table Tabula is 20%–26% smaller than the equivalent ClassSheet in terms of the number of classes and attributes.

5 Conclusion

In this paper we present the tabula language to model spreadsheet tables. Tabula was inspired by previous work on model-driven engineering, namely by the (visual) ClassSheet language, but it provides more flexibility and expressive power to model real-world spreadsheets.

We have modeled a real personal budget spreadsheet, and we have compared the ClassSheet and Tabula models. Our preliminary results show that Tabula is able to model such spreadsheet in a natural way, as opposed to ClassSheets.

Tabula defines a kind of type system for spreadsheets. As future work we intend to extend this type language such that it is possible to specify more precisely the type of values a spreadsheet cell may contain (for example, a cell may contain units like seconds, inches, etc.). This will prevent a larger set of errors in spreadsheets, e.g., by preventing operations with incompatible units.
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Abstract. Spreadsheets are flexible tools that can be found in almost any project. Since many wrong decisions have been made due to faulty spreadsheets in the past, the question how these faults were introduced in the first place is of major concern. As spreadsheets are often shared between many workers, it is not uncommon for spreadsheet users to be asked to maintain a spreadsheet they have never seen before.

In prior work, we conducted two studies where 17 end-users and 42 undergraduate computer science students had to perform corrective and adaptive maintenance to a spreadsheet unfamiliar to them. This work provides an exploratory analysis of the effort these participants spent to get familiar with the spreadsheet before doing the first changes.

The results indicate that both beginners and advanced spreadsheet users started changing the spreadsheet prior to exploring its structure and inner workings in depth. More than 2/3 of the users performed changes which violated the original spreadsheet’s design and structure. Only in about half of these cases the users recognized and corrected their errors later.

Yet, surprisingly, the effort spent on getting familiar with the spreadsheet and the likelihood of not damaging its original design and structure or recognizing such an error during maintenance seem unrelated.

Keywords: Spreadsheet, End-User, Maintenance, User Actions, Analysis

1 Introduction

Spreadsheets are omnipresent and essential – most companies, associations, schools and other organizations would have a hard time running their businesses without them. It is assumed that there are millions of spreadsheet users and that billions of spreadsheets exist [13]. But spreadsheets also have a dark side: faulty spreadsheets have contributed to financial and reputational losses in recent years. Because of this, many researchers have investigated the use of spreadsheets and developed guides and methods for preventing and detecting anomalies in spreadsheets [3].
1.1 Problem Statement

We assume that it is usually desirable that the original design and structure of spreadsheets shall be retained during maintenance, i.e. if the spreadsheet is just slightly adapted, corrected or extended — even if the person carrying out the maintenance is not familiar with the spreadsheet. However, it is generally unknown how spreadsheet users approach maintenance tasks in spreadsheets and if changes they commit are prone to damaging the spreadsheet’s original design and structure.

1.2 Research Objective

Our objective is to investigate how users maintain unfamiliar spreadsheets. For this, we formulated three research questions:

RQ1: How much effort do users invest in getting familiar with a spreadsheet before they change it?
RQ2a: Do the first changes committed by users during maintenance of an unfamiliar spreadsheet respect the original design and structure?
RQ2b: If not, do users realize this later and redo erroneous changes with respect to the original design and structure?

1.3 Context

In previous work, we conducted two studies in which 42 students from an undergraduate software engineering course and 17 experienced spreadsheet users had to learn and apply various techniques for inspecting and testing spreadsheets by using different tutorials [5,10]. To make these experiments more natural and less focused on testing, the main part of the experiments involved the maintenance of a considerably complex spreadsheet which the participants have not seen before. In this work, we conducted an exploratory analysis about how the participants approached this maintenance task by reusing the data from the two previous studies but viewing it from a completely different angle.

This paper follows the structure proposed by Jedlitschka et al. [4] with some slight deviations: after describing the background of the study, we explain the plan of the experiment, present the obtained results and discuss them before drawing a final conclusion and outlining future work. The graphical representations are based on the recommendations by Tufte [14].

2 Background

2.1 Technology Under Investigation

For the purpose of this exploratory study, we disregarded both the spreadsheet testing tool which was used in the experiments and the different types of tutorials the participants consumed. This was possible because all participants had the same
main task where they had to maintain the spreadsheet. Because the two original studies focused on correctness of the spreadsheets and not retaining the original design and structure, none of the involved testing techniques provided hints about violations of this aspect. Therefore, the technology under investigation boiled down to a single spreadsheet. The runtime environment consisted of Microsoft Excel 2013 and Windows 7.

2.2 Related Studies

As mentioned, there are two studies from the authors’ previous work which provide the basis for this exploratory analysis.

In the first study, we analyzed the efficiency and effectiveness of users who learned and applied our tool named “Spreadsheet Inspection Framework” using only text tutorials, only video tutorials and a combination of both [5].

In the second study, we investigated the usefulness of the underlying approach of the tool “Spreadsheet Inspection Framework” named “Spreadsheet Guardian”: we checked if the approach was easy to learn and to apply and if it provides benefits regarding the detection of anomalies and the gain of dependable confidence regarding the correctness of spreadsheets after maintenance [10].

To the best of our knowledge, there is no other existing work which analyzed the first “getting familiar” steps of spreadsheet users maintaining an unfamiliar spreadsheet. However, there is work about developers who maintain unfamiliar code. Many developers start to look for code that looks to be relevant for their current task and then follow its dependencies to (hopefully) other relevant code (e.g. [7]). Interestingly, in a study by Koeneman and Robertson, no participant tried to systematically understand all of the code, they only tried to understand code that looked relevant [8]. There is also a number of related work in the area of program comprehension (e.g. as discussed in [15]) but since it deals with comprehension issues of developers understanding traditional software, it is unclear which of the findings are directly transferable to spreadsheets.

2.3 Relevance to Practice

Gathering knowledge about how users “naturally” approach the maintenance of unfamiliar spreadsheets and if this negatively impacts the original design and structure is key for preventing faults which are introduced during maintenance of unfamiliar spreadsheets in the future. Similar investigations have been done for traditional software (e.g. [6,11]) and they unfolded information needs. Some of these information needs have been addressed later by novel tools and methods (e.g. [12]). Some work has been done on spreadsheet comprehension as well (e.g. [1,2]) but spreadsheet users in practice are still far from being adequately supported during spreadsheet maintenance activities.
3 Experiment Planning

3.1 Goals

For each research question we defined an experiment goal:

- **Goal 1**: Analyze users getting familiar with previously unfamiliar spreadsheets
  For the purpose of understanding which actions they took to get familiar with it
  With respect to the number of worksheet switches, selected cells and changed values in input cells

- **Goal 2**: Analyze users maintaining previously unfamiliar spreadsheets
  For the purpose of understanding if their changes respected the spreadsheet’s original design and structure
  With respect to where the first changes were made and, if made incorrectly, whether this was recognized and corrected later

3.2 Participants

In total, we analyzed maintenance activities of 59 participants from two populations: (1) The first population were 42 undergraduate students (9 female) taking a software engineering course. They were mostly unexperienced with spreadsheets. Most (29) of them were in the age group “20-25”. (2) The second population were 17 end-users (5 female) without a computer science background but experienced with spreadsheets. Most of them (14) were in the age group “26-35”.

As part of a lecture, the undergraduate students had to take part in a study to pass the course. They had other choices than our study, but we had to take every participant who stated that he or she wanted to take part in our study. This was different for the end-users: they took part in the study fully voluntarily and we compensated their efforts by paying each of them 10 euros for participating. Also, we had planned to do two other (but related) experiments with these volunteers. Therefore, we asked them to answer a few questions about their work habits and experience with spreadsheets and selected only experienced users for this maintenance task.

We reported more details about demographics and the participants’ previous spreadsheet expertise in [10] and [5]. There, we also provided details about the selection process of our end-user population.

3.3 Procedure

Prior to taking part in the study, all participants were asked to fill out an online survey. In the experiments, all participants were asked to watch an introduction video about spreadsheets and spreadsheet anomalies. Afterwards, the participants learned how to use and apply our tool Spreadsheet Inspection Framework. In the main task (on which this analysis focuses) they had to understand and maintain an unfamiliar spreadsheet. Afterwards, we asked all participants to fill out a final survey. Details of the overall procedure can be found in [5] and [10].
3.4 Experimental Material

Fig. 1: Overview over the structure of the three worksheets. If not stated otherwise, the arrows show that one cell referenced another one.

At the beginning of the maintenance task, the participants received a written description (1 page in A4 format) of a fictive scenario which described why maintenance of the given spreadsheet was required: Petra (the creator of the spreadsheet) was injured in an accident and was unavailable for three weeks but the spreadsheet was urgently needed. The given spreadsheet named “tariff comparison” allows comparing phone tariffs. Since such calculations are common sense, we believe that it made the task domain-independent. The spreadsheet was meant to be used in the following way: the user entered the amount of consumed
minutes and texts for various destinations (foreign, domestic) as input values and the spreadsheet calculated the total costs for this consumption in three tariffs. Each tariff had different rates for minutes and texts depending on the destination. Two of these tariffs were meant to be fixed (in the scenario, it were the tariffs that were currently used in the fictive company) while the third tariff could be switched by changing the value in an input cell.

The spreadsheet had three worksheets. The first worksheet named “Dashboard” included input and output cells as well as some simple logic and references to the third worksheet, but no data or calculations. The second worksheet named “Tariffs” only contained pure data without any logic or references to other worksheets. The third worksheet was named “Calculation” and contained all the calculations which were based on the data. Apart from sums and sumproducts (not using the sumproduct formulas) it also contained a few VLOOKUP formulas. The mean part here was that the VLOOKUP formulas did not have their index values hard coded but referenced other cells which were hidden by using white text on white background, making comprehension of the inner workings hard. An overview over the formulas we used can be seen in Figure 1.

To make this more natural and less artificial we did not create the spreadsheet ourselves. Instead, we verbally specified a use case with a set of requirements and asked an experienced spreadsheet user (a male, 32 years old mechanical engineer) to develop a spreadsheet which would satisfy them. We only slightly adopted the outcome by extracting and hiding the indexes in the VLOOKUP formulas to make maintenance of the spreadsheet more challenging.

Except for videos (which are available upon request), all experimental material is available from our open data repository [9].

3.5 Tasks

The main task (maintenance of an unfamiliar spreadsheet) was split in a number of sub-tasks. For this analysis, we considered the two sub-tasks as the central part of a spreadsheet user getting familiar with a previously unfamiliar spreadsheets. More precisely, we asked the participants to do the following (exact wording, only translated from German):

1. You can find the last version of Petra’s Excel sheet in the folder “study” on your desktop (tariffcomparison.xlsx). Open the spreadsheet and look around in it.
2. Play around a little bit with the spreadsheet, e.g. by changing the calculation to the Tariff “Manager smart” (cell BI1 in the Dashboard).

The three following sub-tasks were irrelevant for this exploratory analysis: we asked the participants to activate certain inspection rules in our tool and run the inspection. If done correctly, the tool reported some findings which the participants were asked to fix. Afterwards, we asked the participants for two
adaptive maintenance activities: (1) They should add a third tariff with which the two “hardcoded” ones could be compared, and (2) they should add a new consumption category for “domestic” minutes and texts.

3.6 Hypotheses

As stated in our goals, we wanted to measure the effects of the “getting familiar intensity” of users in previously unfamiliar spreadsheets. Since we already had relevant data from two other experiments, did not prepare a separate experiment for answering these questions but, instead, analyzed this data in an exploratory fashion.

For the purpose of this data analysis, we defined a “getting familiar coverage level” (details in the next section) and formulated the following hypotheses:

- \( H_1 \): There is a difference between the “getting familiar coverage levels” of advanced and beginner spreadsheet users
- \( H_{1a} \): There is no difference between “getting familiar coverage levels” of advanced and beginner spreadsheet users
- \( H_2 \): Users who achieve a higher “getting familiar coverage level” before changing a previously unfamiliar spreadsheet will more likely preserve its original design and structure.
- \( H_{2a} \): Users who achieve a higher “getting familiar coverage level” before changing a previously unfamiliar spreadsheet will less or as likely preserve its original design and structure.
- \( H_2b \): If users introduce changes which violate the spreadsheet’s original design and structure, they are more likely to correct their errors if they previously achieved a higher “getting familiar coverage level”.
- \( H_{2b0} \): If users introduce changes which violate the spreadsheet’s original design and structure, they are less or as likely to correct their errors if they previously achieved a higher “getting familiar coverage level”.

3.7 Analysis Procedure

For the purpose of this evaluation we transcribed the screen recordings of the maintenance tasks, producing a transcribed stream of actions for each recording. This included the following:

- Switch to worksheet (Dashboard / Tariffs / Calculation).
- Selection of a cell in worksheet (Dashboard / Tariffs / Calculation).
- Changing the value of an input cell in worksheet (Dashboard / Tariffs / Calculation). Here, we checked whether only the input cell for changing the tariff was changed or also at least one input cell for entering the consumption.

To evaluate whether the original design and structure was violated, we inspected if the changes for including the additional tariff were done in the correct worksheet (that is only in the worksheet “Tariffs” and not additionally in
the worksheet “Calculations”). If the changes were done in the wrong worksheet, we inspected if they were corrected in the further course of maintenance or if they stayed like that to the end.

There are no established metrics on a “getting familiar coverage level”. Therefore we decided to calculate it combining several measurement points. We counted the actions the participants took and assigned one or two points as can be seen in Table 1. We then added the points to get the “getting familiar coverage level”.

<table>
<thead>
<tr>
<th>Action</th>
<th>1 point</th>
<th>2 points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection in dashboard</td>
<td>≥ 2 selections</td>
<td>≥ 3 selections</td>
</tr>
<tr>
<td>Insertion in dashboard</td>
<td>≥ 1 insertions</td>
<td>≥ 2 insertions</td>
</tr>
<tr>
<td>Switched to tariffs</td>
<td>≥ 1 switches</td>
<td>-</td>
</tr>
<tr>
<td>Selection in tariffs</td>
<td>≥ 1 selections</td>
<td>≥ 2 selections</td>
</tr>
<tr>
<td>Switched to calculation</td>
<td>≥ 1 switches</td>
<td>-</td>
</tr>
<tr>
<td>Selection in calculation</td>
<td>≥ 1 selections</td>
<td>≥ 2 selections</td>
</tr>
</tbody>
</table>

4 Execution

As this exploratory analysis did not involve additional executions of our experiments, there was no preparation necessary. However, although we expected to be able to easily transcribe the recordings, we stepped over a few caveats which forced us to formulate a number of “counting rules” and to perform several rounds of transcriptions. We ended up with the following list of “unexpected” actions and how we transcribed them:

- If the participant navigated through cells by using (and holding) the cursor keys on the keyboard, we counted this only as a single selection. But in case such a cursor-key-navigating participant changed the direction, we counted this an additional selection. Also, if the participant made stops at cells longer than 500ms we counted these as selections.
- We only counted selections of cells other than the currently selected one, i.e. if the participant clicked in a cell that was already selected we did not count this as a selection.
- Entering of values in input cells was only counted if the spreadsheet was recalculated (e.g. by pressing the return key or clicking in another cell).
- Entering of values using undo/redo was also counted as change.

5 Analysis

This chapter describes our results and how we checked them for statistical relevance.
5.1 Descriptive Statistics

Goal 1 – Actions to get Familiar

Fig. 2: Number of switches to the worksheets

Switches Between the Worksheets Figure 2 shows that most participants (17) either never visited the Dashboard worksheet a second time (0 switches to the dashboard worksheet as it was the initial worksheet when opening the spreadsheet) or returned there only one time (24). For the other worksheets, on average 17.5 participants never visited them, and only 20 visited them once. Only a minority of the participants visited the worksheets several times.

Fig. 3: Number of insertions in the dashboard
Value Changes Figure 3 shows that in the Dashboard worksheet, most participants changed either one value (26) or 6-10 values (21). In the other worksheets there were no insertions so they are not displayed in the figure.

Selecting Cells in the Worksheets As shown in Figure 4, most participants did not select any cells in the Calculation (45) and Tariffs (47) worksheets. In the Dashboard worksheet, most participants selected 6-10 values (22).

Goal 2 – Changing the Spreadsheet As Figure 5 and 6 show, 43 participants did not do the first change with respect to the spreadsheet’s original design and
structure. Half of these participants corrected this later, while the other half did not. Surprisingly, in the end-user group, more participants did not correct such an error whereas in the students group more participants did correct such an error.

Coverage Figure 7 shows that, on average, the end-user group achieved a better average coverage level than the students group. In both groups, the coverage level was widely spread around the mean.
5.2 Hypothesis Testing

Although this is an exploratory study, we tested all our hypotheses using the Wilcoxon Signed-Rank Test.

**H$_1$ – Getting Familiar Coverage Level** We checked if there was a significant difference between the students and the end-users regarding the achieved coverage level but there was none ($p = 0.1896$). Thus, we cannot reject $H_{1a}$.

**H$_{2a}$ – Getting Familiar Coverage Level and Correct First Change** Even for the coverage level we could not find any significant differences for a first correct cell correct ($p = 0.658$). We cannot reject $H_{2a}$. 

**H$_{2b}$ – Getting Familiar Coverage Level and Fault Correction** Accordingly, we also could not find any significant differences for coverage and fault correction ($p = 0.2378$). We cannot reject $H_{2b}$. 

5.3 Further Evaluation

Since we could not find any significant differences regarding the getting familiar coverage level and the first change respectively correction of errors, we decided to have a look at other possible correlations. For this purpose, we inspected each single component we used for the computation of the coverage level, calculated its median (where appropriate) and ran more $t$-tests (Table 2). Additionally, we computed correlations using the Pearson correlation coefficient (Table 3). As it can be seen, neither worksheet switches, nor the number of insertions or the number of selections showed a significant correlation.

6 Discussion

6.1 Evaluation of Results and Implications

**H$_3$ – Getting Familiar Intensity** As the statistical tests have shown, on average there were only slight differences regarding the intensity of getting familiar with a previously unfamiliar spreadsheet between our two populations. However, the span between particular participants within their population differed remarkably. Therefore, to our surprise, it seems that previous knowledge of spreadsheets is not related to the effort users spend before maintaining an unfamiliar spreadsheet.

Another remarkable fact is also that about 40 percent of the participants did not visit any of the other worksheets before starting the maintenance tasks. We can think of two explanations here: either the participants did not recognize that there was more than one worksheet or they simply did not feel the need to visit any other worksheet if the minimum amount of work required for the actual task (changing the tariff for the comparison) could be done without a worksheet change. Unfortunately, the available data from the previous studies does not allow for more insights regarding this phenomenon.
Table 2: P-values for correlations

<table>
<thead>
<tr>
<th>Metric</th>
<th>First change correct</th>
<th>First change incorrect (but corrected later)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worksheets switched (0 vs ≥ 1)</td>
<td>0.4256</td>
<td>0.7123</td>
</tr>
<tr>
<td>Number of insertions made in dashboard (≤ 1 vs &gt; 1)</td>
<td>0.1665</td>
<td>0.3191</td>
</tr>
<tr>
<td>Number of selections (≤ 1 vs &gt; 1)</td>
<td>0.5</td>
<td>0.2471</td>
</tr>
<tr>
<td>Worksheets switched (≤ mean (4.25) vs &gt; mean)</td>
<td>0.6787</td>
<td>0.3365</td>
</tr>
<tr>
<td>Number of insertions made in dashboard (≤ mean (2.83) vs &gt; mean)</td>
<td>0.2234</td>
<td>0.1453</td>
</tr>
<tr>
<td>Number of selections (≤ mean (9.05) vs &gt; mean)</td>
<td>0.1199</td>
<td>0.7107</td>
</tr>
<tr>
<td>Worksheets switched (≤ median (3) vs &gt; median)</td>
<td>0.4294</td>
<td>0.5719</td>
</tr>
<tr>
<td>Number of insertions made in dashboard (≤ median (2) vs &gt; median)</td>
<td>0.2234</td>
<td>0.1453</td>
</tr>
<tr>
<td>Number of selections (≤ median (5) vs &gt; median)</td>
<td>0.1797</td>
<td>0.4461</td>
</tr>
<tr>
<td>Changed tariff value in dashboard (yes vs no)</td>
<td>0.7415</td>
<td>0.8585</td>
</tr>
<tr>
<td>Changed other cell in dashboard (yes vs no)</td>
<td>0.2789</td>
<td>0.2719</td>
</tr>
</tbody>
</table>

H₂a – Getting Familiar Intensity and Correctness of first Changes made

It is alarming to see that more than 2/3 of our population broke the spreadsheet’s original design and structure with their first changes. Intuitively, we would have expected that users who spent considerable effort getting familiar with the spreadsheet before would be in the group who did the change right. Surprisingly, as our analysis shows, this was not the case for both populations — on average, neither for the beginners, nor for the advanced spreadsheet users profited if they spent more effort at the beginning of the maintenance task.

H₂b – Getting Familiar Intensity and Error Correction

About half of the participants who introduced changes which broke the spreadsheet’s original design and structure recognized and corrected their error. However, our statistical analysis also could not find a significant correlation with the intensity they initially spent for getting familiar with the spreadsheet.

Further Evaluation

The further evaluation for correlations between particular ingredients to our coverage for the “getting familiar intensity” and the spreadsheet user doing changes respecting the original design and structure also yielded no particular data points. While this serves as an indicator that the approach we chose for computing the coverage was not severely flawed, it also further shows the missing relatedness between the analyzed facts in our setting.
6.2 Threats to Validity

We discussed general threats to validity of our study in [10] and [5]. In addition to these, we have identified a number of unique threats to validity for this exploratory analysis and split them into three groups: construct validity (CV), internal validity (IV) and external validity (EV). We discuss them in the following:

- (CV) The underlying studies for this exploratory analysis were not intentionally designed for investigating how spreadsheet users maintain unfamiliar spreadsheets. While of the activities these users performed were thus uninteresting for our study, we did not identify activities which would harm our results either.
- (CV) There is a chance that the participants of our studies were distracted by the novel spreadsheet testing techniques they had to learn and apply, so they did not maintain the spreadsheet the way they would normally do. However, one can also argue that this might have had a positive impact: because the participants did not know that their maintenance performance was later to be evaluated, they possibly did the maintenance the usual (natural) way.
- (CV) Before doing adaptive maintenance the participants had to do corrective maintenance. Doing so, it is very likely that they have gained much knowledge about the spreadsheet’s inner workings. If the participants would have been asked to do only the adaptive maintenance the results might have been different. On the other hand, as the vast majority of the participants still committed the changes initially in the wrong place, the actual impact of the corrective maintenance task is questionable.
- (IV) By only analyzing the screen recordings we could not distinguish whether the participants who did the changes violating the original design and structure did not recognize their errors later or if they only did not correct them although they recognized them.
- (IV) Although the task description should have been quite clear, however, if participants misunderstood it and intentionally added a third “hardcoded” tariff (although they understood the spreadsheet’s original design and structure) our analysis would not reflect this.
- (EV) Although we had a total of 59 participants, the sample size is not sufficient for generalizing our findings.
(EV) The population of undergraduate students taking software engineering lectures were certainly not perfect representatives of typical spreadsheet users. However, we were surprised that their spreadsheet skills were that low, yet making them somehow end-user comparable.

(EV) The analysis evaluated the maintenance of one particular spreadsheet. It might be representative for a class of comparable spreadsheets, however, since there is a sheer endless variety of different spreadsheets the effects observed in this analysis will certainly vary.

6.3 Lessons Learned

Before doing this exploratory analysis, we were quite certain that we would be able to find facts which would support our theory of a correlation between the “getting familiar intensity” and its impact on the correctness of changes. Surprisingly, this turned out to be not the case.

7 Conclusions and Future Work

7.1 Summary

This exploratory analysis on a population of 42 undergraduate students and 17 advanced spreadsheet users using transcriptions of screen recordings initially made for two other studies found a number of interesting results: (1) The effort users spend for getting familiar with previously unfamiliar spreadsheets before changes them broadly varies on an individual basis but seems unrelated to the spreadsheet expertise of these users. (2) The first changes made in a spreadsheet by users previously not familiar with it is (very) likely to break its original design and structure, be it done by beginners or advanced spreadsheet users. (3) Only half of the users who initially break a spreadsheet’s original design and structure correct their errors later. (4) The effort spent for getting familiar with a previously unfamiliar spreadsheets does not pay off in terms of later correctness of changes during maintenance or the correction of errors.

Summarizing our findings, it looks like instead of doing a big up-front investigation before doing changes, spreadsheet users rather tend to simply do changes first and think about them later. However, when they do so it does not lead to as bad results as one might have initially assumed — at least regarding the erosion of the spreadsheet’s original design and structure. As we have reported in previous work, the impact on correctness is way more dramatic.

7.2 Future Work

To further explore the space of maintenance activities on unfamiliar spreadsheets and derive more generalizable findings it will be necessary to analyze maintenance of spreadsheets in other settings, using spreadsheets with different complexities and different designs. For instance, if spreadsheet users would get an easier task
using an easier-to-maintain spreadsheet this could result in higher (computational, not structural) correctness of the maintenance activities. Maybe the effort of getting familiar with a previously unfamiliar spreadsheet would be more likely to pay off in such a setting?
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Abstract. This paper describes TAPASPlay, a system that combines Game-Based Learning with Tangible User Interfaces and Virtual Reality to foster Computational Thinking skills in an innovative way. Two players are asked to play the role of alchemists who must forge swords and shields to fight each other. Swords and shields are created through a puzzle-based approach with a Tangible Interface using the two players’ smartphones and displayed on a tabletop surface. Finally, the players will have to wear their cardboards and enjoy the battle between two characters, one for each player, in Virtual Reality.

Keywords: Tangible interaction, Computational Thinking, Game-Based Learning, Augmented Surface, Virtual Reality.

1 Introduction

The impact and relevance of learning coding skills in modern society is demonstrated by many emerging initiatives such as the Hour of Code¹. Nonetheless, these initiatives – as with coding itself – are not just about programming as they endeavour to foster Computational Thinking (CT) skills. There is little agreement on an exact definition of CT and over the years many different definitions have emerged. Brennan and Resnick [1] introduced a “low level” approach based on visual languages, a powerful paradigm studied for many years; indeed, most of the successful puzzle-based programming tools, such as Scratch, have been based on visual languages. Furthermore, Jeannette Wing [7] introduced a higher level definition of CT based on problem solving; logically the main concepts of abstraction and decomposition introduced by Wing are strongly related to problem solving activities. The third approach we consider here, by Kazimoglu et al. [2], adds to problem solving other important concepts, namely algorithm building, debugging, simulation and socialization, which are considered fundamental skills characterizing CT. We argue that exploiting our innate dexterity for ob-

¹ https://hourofcode.com
jects’ manipulation in the physical world and learning by playing - i.e. through making activities, as remarked in [3], could be an effective way of aiding concrete operational thinkers to grasp abstract concepts involved by coding, therefore fostering their CT skills. Inspired by these literature work, we developed a novel system, called TAPASPlay that exploits Game-Based Learning, Tangible User Interfaces and Virtual Reality to foster CT skills in people with little or no knowledge of programming.

2 TAPASPlay

In a recent study [5] we introduced TAPAS (TAngible Programmable Augmented Surface), a Blocks Programming Environment that allows users to develop simple workflows by assembling different services using their smartphones as tangible interfaces. The interaction is carried out using tangible objects (i.e. smartphones) and the digital blocks are projected over a tabletop surface, making it fun and easy to use. In TAPASPlay our system has been extended to include a Game-Based Learning (GBL) approach to foster CT skills. Since digital games are attractive and engaging for all groups of people, GBL has been proposed as one pedagogical framework for developing CT skills in an innovative way [6]. Currently, the literature in GBL focuses on two popular approaches to facilitate the development of CT skills and learning of introductory programming: learning through designing games and learning through game-play. While the first approach has been extensively studied (e.g. Scratch, Alice and AgentSheets) the game-play approach is quite in its infancy; indeed, few studies demonstrate how game-play can be associated with CT and how the education of introductory programming can be supported by playing games [2]. The novelty of TAPASPlay is to combine game-play with Tangible User Interfaces and Virtual Reality to teach Computational Thinking skills. The game is intended for an audience with little or no experience in programming, e.g. students, practitioners, designers, and likely to be interested in acquiring CT skills that allow them to carry out end-user development activities [4].

In this turn-taking game the two players will play the role of alchemists forging three swords and three shields to fight each other. The swords and shields will be forged using a puzzle-based approach with a Tangible Interface as in TAPAS (Figure 1-a) and the fight will be visualized in Virtual Reality (Figure 1-b).

More precisely, the game takes place in three sequential phases: 1) forging the three swords, 2) forging the three shields and 3) visualizing the fight.

In the first phase, each player (or alchemist) has to forge three swords, thus defining three offensive strategies. In order to achieve that, the players interact with the TAPAS surface and connect the pieces of a puzzle (sword elements) using a digital halo, surrounding each of their smartphones. Every sword is made of a different metal (bronze, iron or steel), which corresponds to a different shape of the fitting pieces of the puzzle. The three strategies are defined one at a time. A strategy is a sequence of transformations of metals taken from a set of available puzzle pieces. The sets of the available transformations are identical for both players (Figure 2-a), allowing to fairly comparing their outcomes.
A transformation (Figure 2-b) is a tuple of four values: an input metal (given by the shape on the bottom), an output metal (the shape on the top), the amount of energy points required (on the left) and the force points gained (on the right). The initial state is defined by a triple of values: a metal (randomly chosen and representing the objective of the strategy), an initial amount of force points (0 by default) and an initial amount of energy points. The force points are a measure of the quality of a strategy and depend on the transformations. The energy points are needed to apply those transformations, each of which requires a certain amount of energy points. The final state is reached when a player is satisfied with the force points obtained by the sequence of transformations and the output metal (bronze, iron or steel) matches the objective randomly set by the game. Each transformation will modify force points but will require energy points, therefore the best strategy consists of finding a trade off between maximising force points at the expenses of energy points. This mechanism fosters the design-debug-run stages, three key aspects of Computational Thinking [2]: analysis, abstraction, decomposition, and automation all come into this game-play, in particular abstraction and analysis. At the end of the offensive strategy definition, each player has produced three swords, each one described by a value (the force points).

The second phase consists of allocating an amount of defensive points into three shields, through an interface displayed on the smartphone.
3 Conclusion and Future Work

TAPASPlay combines Game-Based Learning with Tangible User Interfaces and Virtual Reality to foster Computational Thinking skills. By playing the game the players will learn what worked well and what were the weakness of their respective strategies and therefore learn about their problem solving abilities obtaining feedback on their progress on Computational Thinking skills: the design-debug-run stages have been identified as a common feature of the main Computational Thinking definitions. In future we plan to explore different aspects of Computational Thinking by designing activities to help users progress on each specific CT skill considered.
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Abstract. This paper presents the architecture of an authoring tool for allowing non-experts creating realistic and interactive augmented reality (AR) experiences. The tool implements an approach for designing AR scenes that combines the use of AR model-based techniques with the possibilities that current game engines offer for designing and managing 3D virtual environments.
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1 Introduction

Augmented Reality (AR) allows to superimpose additional information to the user’s vision of the real world [1], augmenting the physical space with images, texts, videos or 3D models, for example. The AR technology has already been successfully applied to several areas, such as medicine [2] and education [3]. However, its adoption is not as widespread as it could be expected if considering its potential benefits. This could be due the variety of knowledge and expertise required to implement this type of applications, which often include programming, image processing and 3D modeling skills. Moreover, most of the existing applications are specially designed to be used for a particular task and under certain conditions. Therefore, the opportunities to reuse them are quite limited.

In this working paper, we introduce an authoring tool that aims to provide non-expert users with the means to create realistic and interactive AR experiences by themselves. Following this objective, the tool combines model-based AR techniques [4] with the possibilities that current game engines offer for the design and management of 3D virtual environments.

The rest of the paper is organized as follows. In the next section we review some existing AR platforms. Next, we introduce the architecture of the proposed AR authoring tool. At the end of the paper, some conclusions and future lines of work are presented.
2 Related Work

One of the most popular tools for implementing AR applications is the ARToolkit library [5]. This software provides a set of functions and resources to support the finding and identifying of markers in video images, and the rendering of virtual images on top of them. The use of ARToolkit is restricted to users with advanced programming skills. Non-expert users can make use of other AR solutions as DART [6] or Powerspace [7]. These tools extend well-know software applications to enhance them with AR functionalities. For example, DART allows to design AR experiences by drag-and-dropping markers and images to augment in the Score Window of the Macromedia Director. In the case of Powerspace, the user describes the AR experience composition using the MS PowerPoint, and the program transforms it into a 3D AR experience. Following a different approach, the authors of [8] describe a platform that allows the user to modify the position and size of the AR objects directly with hands gestures. In any case, all these solutions require to prepare the space to augment previously, placing on it markers that serve as references. The Vuforia SDK [9] overcomes this limitation, as it is capable to recognize images in the video of the real world and place the AR objects in relation to them. This makes possible to directly augment pictures or objects in the real world. However, the level of realism achieved is still very low, as virtual images are presenting on top of the video and not integrated in the real world.

3 The Authoring Tool

This work aims to provide end users with an AR authoring tool for creating realistic and interactive AR experiences, as the ones described by Azuma in [1]. The tool seeks to support the augmentation of small spaces, for example a room, but also larger areas, such as a classroom or an auditorium. We aim to offer a simple approach for the definition of AR experiences that would not require programming skills, the previous preparation of the environment with markers, or the use of expensive specialized equipment that most non-technical users might lack.

3.1 Approach

Following these objectives, we propose to combine the use of AR model-based techniques with the possibilities offered by current game engines for designing and managing 3D virtual environments. More specifically, we propose to set up AR scenes by defining 3D virtual scenes that take place in virtual replicas of the space to augment. These replicas would be made up of 3D blocks or prisms that represent the floors, walls or any other background element of the environment. Once the scene is composed, the virtual replica will be aligned with the user’s vision of the environment, and the background elements will be made invisible. As a result the virtual objects will appear to the user as integrated in the real world, smaller the further they are, or occluded by real objects when located behind the invisible background elements.
To evaluate the proposed approach we implemented an AR game that was played in an auditorium by more than 100 players simultaneously [10]. The game was played using an game platform named GREP (Game Rules scEnario Platform) [11], that provides a set of tools for creating serious games. For this experience, we extended the platform’s player (GREP Player) to support playing games in AR scenes composed as described above. The AR scene of the game and the 3D model of the auditorium required for this experience were created manually using the Unity editor.

3.2 Architecture of the Authoring Tool

Currently, we are extending the GREP Platform to provide end-users with an authoring tool for creating AR experiences. Figure 1 depicts the architecture of the tool. As shown in the picture, the tool consists of three modules, the AR Modeler, the AR Scene Editor and the AR Interaction Editor, the last two developed as extensions of GREP editors.

The AR Modeller supports the user in the definition of the model of the environment to augment. As stated above, the model will be made of 3D blocks. Using as a reference an image of the environment projected at the back of a 3D virtual space, the user arranges the blocks until they overlap the walls and floors that they represent. In addition, the virtual space contains some 3D points that serve as guidance to place the blocks. These points are generated processing a video of the space to augment with an SLAM algorithm.

The AR Scene Editor allows the user to compose AR scenes. As in the previous case the user carries this action in a virtual 3D space containing an environment 3D model and a projection of an image of the space it represents. Using this image as a reference the user places 3D graphics from the assets repository on top of the environment model blocks (left hand side Figure 2). In addition, she can enhance the realism of the scene adding lights, wind forces or attaching audio clips to the virtual elements in it.

The AR Rules Editor allows to the user to animate the scene, specifying the rules that govern the interaction between the virtual objects and the viewers. This process is carried out attaching to the elements in the scene predefined behaviours of the GREP platform, describing movements and actions that can be activated as a response of events such as collisions, distance thresholds, user entries, etc.

The AR scenes can be exported as XML files that the AR Player process and interprets. The right hand side of Figure 2 depicts an example of an AR scene. In order to support the augmentation, the user’s view should be aligned with the virtual camera.
Conclusions and Following Steps

This paper introduces the architecture an authoring tool for supporting non-experts users in the definition of realistic and interactive AR experiences. Once the implementation of the tool is finished, the next step will be to evaluate its performance in different areas. In addition, different solutions for keeping the virtual camera aligned with user’s view when the camera of the device changes its position will be explored.
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Abstract. Technological opportunities such as web services, service-oriented computing and the semantic web make it increasingly possible to put in place systems that allow access to data sources and services at their time and place of need. Unfortunately, in order to reap the benefits, such as knowledge gathering, a high level of programming skills is still required. Starting from a brief definition of complex workflow composition and the issues of end user development, this work in progress presents the ongoing research in the interdisciplinary research project DiSSeCt that aims to empower end users in relation to their informational needs. We conclude this document with an overview of the next steps that need to be undertaken to enhance our understanding of what inclusive programming environments could entail.
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1 Introduction

1.1 Service-Oriented Computing

In recent years, a number of technical advancements holds promising perspectives on how to unfold more flexible application environments for end-users. First of all, current technology is getting more and more effective in storing the ever-increasing volumes of data. This datafication also progressively allows the information to be searched, combined and analysed, although the data is often complex, stemming from a multitude of sources and distributed across a lot of (oftentimes siloed) repositories [1–3]. A second interesting development can be found in the instalment of web APIs, basically defined as reusable software components published on the web which provide access to the data and services [4]. A third and final development worth mentioning, is the shift towards service-oriented computing (SOC). Software systems have transgressed from inherently monolithic and centralized to dynamic and highly distributed [5]. This evolution leans on the foundation of the previous two, as it understands that
the services and data can be considered as “[…] autonomous, distributed, and platform-independent computational elements capable of solving specific tasks that can be assembled into loosely coupled networks to create dynamic applications and business processes” [5]. At the core of SOC lies the implementation of service-oriented architectures (SOA), an architectural model that allows applications to be built up out of a set of services, each with a self-contained unit of functionality. The added value of this approach is that by making an abstraction of where and how content and services are stored, they can be reused. This results in both lower development and maintenance costs [6].

1.2 Transformative User Experience

Taking this into account, it is not challenging to observe how these technological advancements contribute to closing the gap towards what Latzina and Beringer have branded the “Transformative User Experience” [7]. Central to their framework is the decoupling of content and capabilities from the container: the application, device or software stack. The application of this framework would eventually result in an “[…] opportunity to design natural, task-motivated new environments in which multiple capabilities and data coexist and can be put in contextual relationship at use time rather than at design time” [7].

However, the road towards a valuable and truly transformative user experience still contains a number of research challenges that need to be addressed. At their core these challenges translate to the suitable and balanced provision of methods, technologies and guidelines to end user developers so they can design, implement, test and maintain service compositions that fit their specific and context-dependable needs.

In the rest of this document, we discuss the ongoing work in the interdisciplinary research project DiSSeCt (Distributed Semantic Software Solutions for Complex Service Composition), funded by FWO-Vlaanderen. In the project, we aim to democratize the process of service composition and knowledge gathering.

2 The DiSSeCt Solution

DiSSeCt aims to provide solutions to the above-mentioned research challenges by designing distributed semantic software solutions and algorithms for continuous exchange of streams of data between the different stakeholders in an ecosystem [8]. Together with the set of underlying technological solutions, the goal is to develop an end user-friendly graphical user interface and guidelines that aspire a maximum adoption potential. Different research prototypes are being created that allow semantic service exposure, scalable processing of streaming data and automatic service composition and execution.

The different technological components collaborate to allow dynamic adaptive and automatic service compositions. Dynamic adaptation as a system characteristic allows the developer to easily deal with her/his changing objectives and services that become
unavailable or are updated. Moreover it grants continuous optimization during the execution of his/her system [5]. The automatization of this process contributes to the adaptability as the user does not have to manually select the required services and data.

The three main technological building blocks that the consortium is focusing on are [8]:

- Stream reasoning and real-time big data analytics, allowing data sharing and data analytics at the point and time of need. This would lead to relevant insights that otherwise might be overlooked by the stakeholders.
- Semi-automated semantic service exposure, enabling a tailored and personalized delivery of services, based on the spatio-temporal context. The service offerings and information exposure can then be exposed via end-user programming tools.
- Distributed and dynamic workflow composition, allowing the automatic suggestion of integrated workflows based on the service portfolio of the trusted actors in the ecosystem.

We believe that through the automatic service exposure and compositions, end users with a basic level of computational skills should be enabled, by provision of an inclusive and tailored development environment, to create their own context-specific solutions.

3 Work in Progress and Future Steps

3.1 Exploration of a Health Use Case for Service Composition

The demonstrators resulting from the project aim to support professionals in the health sector. Due to increasing number of patients and the limited human and financial resources, more and more attention is given to the proper use of technology and data to alleviate some of the strain that is put on the traditional healthcare environments. Among the many examples are the efficient use of different data sources (activity trackers, electronic health records, readings from hospital monitors, blood pressure monitors etc.) to provide more patient centric services and the application of robotics during surgery or in nursery homes. We cannot expect healthcare professionals to possess the programming skills that are currently required to deal with these technological advances and program the systems in a way that they deem useful and sufficient for an optimal care provision. By means of the DiSSeCt tools, we aim to put a system in place that can support healthcare professionals to maintain and adapt their workflows and manage their specific data and information needs in a much more end-user friendly way. Aiming for an ideal situation in which the user can focus on his information needs, without being burdened with the application of the best software engineering practices.

In the past, already some research has been performed around the topic of workflow composition in health care settings (e.g. [9–11]). We endeavour to build further upon these past contributions. A first step here is documenting an overview of the different
clinical pathways for a selection of conditions and consequently looking into the building blocks and particularities of the workflow, taking into account the different – technological and human – data sources. An evaluation of the proposed use case will be performed with our industrial stakeholders. As a next step, we envision extracting all the technological and social challenges in the specific use case and mapping them to the different technological components as suggested in Figure 1.

3.2 End-User Development Requirements

Simultaneously, a first elaborate literature study on the different approaches to end user development (EUD) has been performed. The objective is to determine which cues and interaction approaches can contribute to the delivery of more inclusive programming environments. It started with differentiating the existing paradigms such as visual programming, programming-by-specification and programming by demonstration and segregating the constituting elements. Subsequently we looked into the advantages and disadvantages and the preferred areas of use of each type. By defining each approach together with its main constituting components, we created a skeleton that can guide the analysis of different, already existing end-user programming tools in order to fully comprehend their application potential and possible hybridity. A round of interviews will be done with end user developers in the health care field to see what are their current intentions, struggles, needs, capabilities and required skills. This will help us understand the affordances of end user development environments.

Other challenges that are not in the immediate scope of the project but that are tightly connected are an exploration of the industries’ motivation for semantically mapping and opening up their data.
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Abstract Building an electronic circuit is an error-prone activity for end users who are engaged in physical computing. We present results from an empirical study that investigates the use of Augmented-Reality (AR) to mitigate circuit construction issues. We observed end users as they build a circuit using LEDs, switches, sensors and an Arduino microcontroller, with the help of printed circuit diagrams or by augmenting the circuit components through an AR tool. AR showed potential to (i) reduce the number of fatal errors by fostering a more systematic approach to circuit building and (ii) increase self-confidence of novice users. Our work is a first step towards understanding how AR could be used to support end users to construct an electronic circuit.
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1 Introduction

An increasing number of end users such as makers, interaction designers and human-computer interaction researchers is engaging in physical computing as part of their personal or professional endeavors, thanks to the widespread availability of open platforms (e.g., Arduino), easy to use electronic components and toolkits [3], do-it-yourself online communities (e.g., Instructables.com) and makerspaces. Physical computing is, however, intrinsically complex. It requires hardware as well as software knowledge; that is, end-user developers need to know different sensors, actuators and electronic components, how to wire components in a circuit and how to program microcontrollers. While research has aimed to understand software-related issues and build tools for making the development of interactive artifacts easier, how to support end users when constructing a circuit is still underinvestigated [1].

Our ongoing research is aimed to understand the potential of Augmented-Reality (AR) to support physical computing tasks; by offering additional layers of digital information to circuit components, AR could help inexperienced users overcome the problems related to circuit construction, such as incorrect wirings, which have been identified as a major source of fatal errors [1]. We present preliminary results from an empirical study in which we observed participants as building relatively simple circuits using LEDs, switches and temperature sensors connected to an Arduino microcontroller. In their tasks, participants could use printed circuit diagrams or an AR tool that
augmented the circuit with digital representations of the components and offered additional information. Our results provide empirical evidence that the use of AR (i) reduces the number of fatal errors by fostering a more systematic approach to circuit building and (ii) increases self-confidence of novice users.

2 Background

There are in the literature many examples of systems that aim to support the user in the construction of physical interactive systems. Examples ranges from ready-to-use libraries of physical components such as Phidgets [3], to visual environments that ease the development of sensor-based interaction such as dtools [4], to digital circuit design tools such as Fritzing [5]. However, very few support systems have been developed to help end users as they construct a circuit [1]. A recent example is Toastboard [2] that physically augments a breadboard with external components to provide visual feedback that would help novice users in circuit debugging.

3 Study Design

We run a within-subject study (think-aloud protocol), with participants building two different circuits, one time with the support of printed visual circuit diagrams generated with Fritzing, and the other time using our AR tool. Conditions were counterbalanced to mitigate learning effects. We recruited 12 participants (8 males, 4 females, max age 43, min age 22, M=31, SD=6.87). Participants completed two 7-items Likert scale questionnaires to gathered information about their demographics, programming and electronic expertise, and self-efficacy in physical computing. All the participants had advanced programming knowledge (M=6, SD=1.15) and basic knowledge of electronics (only 4 participants had notions about resistors color code). At the beginning of the experiment, participants were introduced to the AR tool, printed circuit diagrams and the tasks. They were given 20 minutes to complete each task. At the end of each task, participants were asked to fill in a questionnaire on the perceived usefulness and ease of use of the used tool (printed diagrams or AR application); the questionnaire used root constructs from UTAUT [6].

Both tasks were carried out using an Arduino UNO microcontroller and a common breadboard. The two tasks were taken from official Arduino tutorials [1]. The first task required to build a 'SpaceshipInterface' device, a control panel for a space ship that uses LEDs and switch button. In the second task, participants had to build a 'LoveOMeter' device, which uses three LEDs to visualize the values from a temperature sensor. Both devices had the same building complexity and they required the same number of electronic components. Since we were focusing on circuit construction, the program logic for each task was previously loaded on the Arduino microcontroller in order to avoid software-related issues [1].

---

1 https://www.arduino.cc/en/Main/ArduinoStarterKit
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4 Results

Participants needed more time to complete the task using the AR tool (AR tool: M=15'40'', SD=3'16''; printed diagrams: M=8'29'', SD=3'59''). Participants made

Fig. 1. (left) A screenshot of the AR application to augment circuit components. (right) The printed circuit diagram for the “SpaceshipInterface” task.

**Apparatus**

In one condition, participants were given an AR tool we developed using the Vuforia SDK for Unity\(^2\). The tool augments Arduino microcontrollers and breadboards with a digital representation of components and circuit connections according to the specific circuit for the task. Additional information on the components was also provided: e.g., LED polarity or value of resistors according to its color code. The tool implements both a step-by-step procedure that guides the user in wiring the components one by one, and a global view of the final circuit. The interface provides three virtual buttons: one to go back to the previous step, one to advance to the next step and one to display all the augmented components at once. The application was installed on a BQ Aquaris M10 tablet that was attached to a stand holder to make it easier for the participants to augment the circuit without having to hold the tablet (Fig. 1, left). In the other condition, a series of circuit diagrams generated with Fritzing was given to the participants, which they can consult to build the electric circuit (Fig. 1, right). Again, the printed circuit diagrams provided step-by-step instructions as well as the full circuit. During the experiment, participants were left free to follow the strategy of their choice to complete the task: either follow the steps or use the global view. Participants were also able to check on the Internet for additional information.

\(^2\) https://developer.vuforia.com
less errors when they used the AR tool and had less unresolved errors — the errors they were not able to solve by themselves — (AR tool: total errors=18, solutions=13; printed diagrams: total errors=25, solutions=16). A two-sample Mann-Whitney U test shows that the perceived ease of use of the AR tool (M=4.04, SD=1.01) is significantly different from the printed circuit diagrams (M=3.19, SD=1.30).

5 Discussion and Conclusion

Insights from the experiment reveal two themes that show potential to integrate AR tools in workbenches for physical computing to support end users when constructing a circuit:

- **Ease of troubleshooting.** Using the AR tool participants were more methodical in circuit construction and they were able to locate, understand and recover from errors more easily. At any time, participants were able to verify they were using the correct component by matching the physical component with its digital representation superposed to the real circuit. Moreover, the additional information for resistors, led and sensors guided participant to correctly connect each component. When using the printed diagrams, participants did not have easy access to important information that would have help them to correctly connect the components (e.g., LED polarity).

- **Increased self-confidence.** The AR tool encouraged participants to learn by exploring and physically manipulate the components, which led them to feel more confident that the steps they took were correct. With the AR tool, participants felt they better understood what they were doing (e.g., where and how each component was placed). By contrast, using the circuit diagrams led to a more mechanical approach: participants did not try to understand what they were doing but they only followed the instruction to complete the task. Therefore, when they made a mistake, it was more difficult for them to recover.
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Abstract. Communities often struggle to find, use and maintain technological support for their collaborative activities. The choices that communities make regarding which services and platforms to use among members are made more complex as each technology in question offers certain possibilities of end-user development, yet they equally demand certain skills and resources to maintain. This short paper uses examples of such community technologies to discuss how to analyze and make use of these constraints and possibilities, when communities are in need of new tools. We propose patterns as appropriate abstractions to analyze these constraints and possibilities and analyze possibilities and problems across cases. Despite their specificities, communities share patterns that can usefully be exposed to inform their technological choice and development processes so as to make better informed choices when it comes to possibilities for end-user development.
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1 Communities, patterns and end-user development

Bottom-up communities, like the three studied here, struggle to find, use and maintain technological support for their collaboration and physical activities, such as gardening or food distribution. Communities often seem to make do with ‘second best’ when it comes to technologies, simply because the better solutions are beyond their reach when it comes to customization, integration and extension of their technologies (due to lack of knowledge, resources or manpower). They also invest considerable effort only to see their technologies become obsolete e.g. when key members leave the community or lose interest. These three communities have grown from the bottom-up to manage some form of activity while partly organizing themselves and connecting to (new) members virtually. Though rather different, our example communities expose interesting tensions between standard and tailored solutions where end-user development happens. In this they share patterns that we find could usefully be exposed to help communities inform their technological choice and development processes.

Where end-user development is seen as "a set of methods, techniques and tools that allow users of software systems, who are acting as non-professional software developers, at some point to create, modify, or extend a software artifact" [10] the current paper looks at communities where some interested community members who
also have professional software developer skills. In addition, we look beyond one artifact at a time since these communities often juggle several technological platforms [2, 3]. The communities we have studied ‘live’ for other purposes, but they organize, plan, coordinate, and inform about their activities through various online platforms.

Fischer [7] discusses cultures and ecologies of participation in relation to end-user development and distinguishes between consumers, contributors, collaborators and meta-designers as roles of increasing technical roles in end-user development. Mørch, similarly talk about customization, integration and extension to understand how end-user development happens and is supported [13]. Kaptelinin and Bannon [9] makes a more outside-inside distinction when they separate extrinsic practice transformation as carried out by designers from intrinsic practice transformation, initiated by users, end-user development. Intrinsic practice transformation, resembling what [7] has done by consumers, contributors, collaborators, is continuous, directly related to the practices and activities at hand, and result in idiosyncratic designs, possibly spanning multiple new and existing technologies. Interesting to our analysis, it is driven by a need or imbalance between what users are able to do with their given setup, and what they need or want to. We see a tension between the standardized and the situated in our cases, in a similar manner - if more haphazardly [2] - to organizational tailoring and sharing [1, 14]. In this space of technology choice, design and programming that we find new challenges to end-user development.

Many authors have discussed the possible roles of patterns in relation to collaborative technologies, and to some extent in relation to end-user development. Herrmann et al. [8] point out that patterns “not only refer to technical features but also to the interplay between the technical system, the users, their tasks and organizational constellations”. Inspired by these and other discussions we see patterns as intermediate-level abstractions, that describe possibilities as well as problems or bottlenecks of the sociotechnical situation [4]. We want to explore this perspective in settings driven by end-users, such as our volunteer communities. The potential usefulness in addressing our findings as patterns lies in their interim level of abstraction across the research process with the end-user developers that we have met, and also in the possibly generative nature of the patterns, for the future choice of technological platforms in such communities [5].

In the following, we summarize and discuss patterns of end-user development. We adapt Mørch’s customization, integration and extension across platforms to understand how end-user development happens and is supported [13]. Across the different platforms used by communities, we see a number of different patterns of use and end-user development, primarily customization. We also see a number of situations where communities reach out to people with more profound IT skills to have special solutions (typically custom-made webpages set up for them). Addressing end-user development at an interim level of abstraction helps point specifically to both technological possibilities and problems, and to user needs across the cases.

2 Volunteer-based communities - 3 cases

In the following we briefly present the communities and their technologies, the studies we conducted and point to literature for further documentation where this is avail-
able. We give an example of the technologies they deploy, the collaborative end-user development. We present examples from each of the communities (focusing on Facebook and mailing lists) following a systematic pattern, indicating: the platform, the problem related to its use (P), how it helps or hinders the community (H), how it was tailored or customised (EUD), and who was responsible or involved in the tailoring or customisation process (W), see table 1.

2.1 LOFC

This study involves a local organic food community (LOFC) in a major Danish city. Members can order a bag of vegetables and eggs via the community who is in touch with local farmers [2, 3]. The 900 members are mostly people in their 20’s to 40’s. [3] describes the early technology tailoring and development of the community as follows: The two founders “started a local initiative based on the model from Copenhagen [with] a community wiki as the primary organizational platform.” They created a Facebook page, which “proved to be a very efficient way of triggering interest in the ideas [...] Facebook played a vital role in the initial formation of the community.” Various attempts were made to handle email distribution lists, within or outside of the community webpage, which has been under constant development throughout the lifespan of the community, in the hands of several different volunteer web developers with numerous platform problems in tow. Here we focus on their use of Facebook and a mailing list.

2.2 City farm

This study involved a city farm located in a major Australian city. Consisting primarily of volunteers, and supported by occasional community support grants and initiatives, as well as through the sale of grown food, a farmers’ market, and education products, the farm serves as a local example of agricultural activity that can be done following permaculture design principles. [12] describes the city farm, their use of multiple, separately managed Facebook pages, as well as a website that is maintained by a web manager. The community had struggled to balance communication between physical and digital presence, and different groups within the community created their own Facebook pages for different purposes. Here we focus on this use of Facebook.

2.3 Permablitz, an Event-centric community

This study concerned the local chapter of ‘Permablitz’ in a major Australian city: A volunteer movement that seeks to encourage local food growing by running tailored events that typically involve an overhaul of a residential backyard. This local community involves a number of key volunteers, and a large number of volunteers at each event, often people from the local neighbourhood. [11] explain the website and Facebook presence of the community, from the perspective of the maintenance resources they require. The community created a twitter account to reserve the name, but does not use it because of the effort required. [11] notes the use of a mailing list by mem-
bers of a Permablitz group, specifically as a means for designers to interact, and for designers to be paired up with potential hosts of events. There is also a permablitz newsletter sent to anyone who wants to subscribe. Here we focus on their use of a mailing list.

<table>
<thead>
<tr>
<th></th>
<th>Facebook</th>
<th>City Farm</th>
<th>Mailing Lists</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOFC</td>
<td>P - Create visibility and recruitment. Initially for all member communication (later separate emails and newsletters to members were used)</td>
<td>City Farm</td>
<td>LOFC</td>
</tr>
<tr>
<td></td>
<td>H - Easy ‘presence’ online. Need for more targeted information, and separate internal communication.</td>
<td>H - Easy ‘presence’ online. The ease of setup allowed for different parts of the city farm to create specialised pages independently, creating a breakdown in their otherwise centralised strategy for web management.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>W - Set up by the founders for their own use and to reach out to possible members and collaborators as consumers in Fischer’s [7] terms.</td>
<td>W - Each page was created and managed separately by members from different areas of the farm.</td>
<td></td>
</tr>
</tbody>
</table>

### Table 1. Two patterns across three cases

<table>
<thead>
<tr>
<th>Facebook</th>
<th>City Farm</th>
<th>Mailing Lists</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOFC</td>
<td>City Farm</td>
<td>LOFC</td>
</tr>
<tr>
<td>P - Create visibility and recruitment. Initially for all member communication (later separate emails and newsletters to members were used)</td>
<td>City Farm</td>
<td>LOFC</td>
</tr>
<tr>
<td>H - Easy ‘presence’ online. Need for more targeted information, and separate internal communication.</td>
<td>H - Easy ‘presence’ online. The ease of setup allowed for different parts of the city farm to create specialised pages independently, creating a breakdown in their otherwise centralised strategy for web management.</td>
<td>EUD - Provided an alternative means of contact that avoided forcing members to use facebook. Later a version of the website served as a substitute to the mailing list [4].</td>
</tr>
</tbody>
</table>

### 3 Patterns of interim abstractions

From the varied platform use, we identified three interim abstraction constructs: Information, Notification and Discussion, as important to the patterns of use:

**Information** is focused on the problem of conveying the ‘state’ of the community or greater world context. Facebook pages are helpful in spreading information publicly to self-acclaimed audience. Facebook groups work similarly for members. Mailing lists are for more target information to members (but see also notification).

**Notifications** address the problem of delivering activity information over time, and tend to involve the system actively interacting with the members. Facebook pages and groups lend themselves to self-managed notifications. Mailing lists, used for announcements, serves as a notification system, often duplicating information posted on other platforms such as Facebook and websites.

**Discussion** is concerned with how and whether community members interact with each other. Facebook pages and groups lend themselves to self-managed discussions.
among members who choose to partake. Mailing lists use is varied as they are used in
direct discussion.

In our examples the communities have combined needs that also drive decisions
for choosing various platforms. In the following, we compare and discuss how use
varies across the communities, focusing on the example of mailing lists where usage
is divided roughly into two types: Discussion and Information. The distinction regards
‘who’ posts content, as well as the regularity/consistency of when the content is post-
ed. In the case of announcements, the use of a mailing list is typically controlled, with
few users able to create messages, and the messages tend to follow similar formats,
often with similar information on upcoming events, or general community infor-
mation. By contrast, discussions, which may include event or community information,
allow for interaction back and forth among community members.

Regarding the actual observed use of mailing lists, we see a mix of more structured
community announcement use, contrasted with community discussion use. [2] notes
that the LOFC use of a mailing list is primarily serving to ‘substitute Facebook for
internal communication and contact.’ [11] notes the use of a mailing list by members
of a Permablitz group. Mailing lists have members, which give them permissions for
posting. The difference is if membership is self-managed, or centrally managed with a
gatekeeper. In the LOFC case, the self-management is important enough that the
community chooses Facebook over more stringent forms of distribution lists, that
would also better support archiving. However, Facebook is notorious for not support-
ing systematic retrieving of previous posts.

4 Patterns of intrinsic end-user development?

We have shown how communities chooses, develops and sometimes abandon differ-
ent platforms as part of their daily practice. We found different patterns of use and
end-user development, primarily customization. In a number of situations communi-
ties reach out to people with more profound IT skills to have special solutions (typi-
cally custom-made webpages set up for them). The interim level patterns point specif-
ically to both technological possibilities and problems, and to user needs across the
cases. In almost all cases, intrinsic transformation is mainly about curation and cus-
tomization, whereas we have found few examples of more extensive tailoring. With
this in mind we ask for possibilities of moving beyond customization without going
all the way to (external) custom built platforms?
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1. Introduction

From a technical point of view, a smart home combines sensors (thermometers, motion sensors…), actuators (lights, sound systems and digital displays) and network-oriented services (synchronized calendar, weather forecast, TV program, email…). As Mennicken et al. [8] state the use of these computing technologies allows “a home either to increase the comfort of their inhabitants in things they already do or enables new functionalities”. Usages of smart home aim at easing everyday life chores (automatic vacuum cleaner), at saving energy (heating system optimization, energy consumption tracker), at increasing security (alarm systems), at raising awareness (remote surveillance access) [2], [5]. One challenge is therefore to bridge the gap between technical possibilities and inhabitants’ needs.

ECA (Event Condition Action) is the most popular language in use to program home. It allows to express home behavior by a set of rules that independently program actions according to captured events (if Event and Condition then Actions). However, inhabitants may have difficulties to program with ECA. Huang et al. [7] show that users build a wrong mental model for a certain type of ECA rule. Other problems arise when programs become more complex, either in terms of the number of events or conditions that can trigger ECA rules [9] or in terms of the number of rules itself [4].

We explore a new approach centered on the notion of context rather than events. We also explore how Allen’s interval algebra [1] can help to structure those contexts in order to make the behavior of complex programs more predictable by end users.
2. Cascading Contexts Based Language (CCBL)

Cascading Context Based Language (CCBL) is a programming language dedicated to programming Smart Homes. In order to design CCBL, we consider general properties that are required by all programming languages. The language should have a low threshold: what is simple to mentally model (e.g., light a light) should be easy and simple to express. Moreover, since end-user development addresses non-professional developers, the basics should be easy to learn [3]. On the other hand, simplicity should not mean less expressiveness, the language should have a high ceiling: complex tasks should be possible to express. More advanced users should be able to work on complex projects [10]. It is particularly relevant in home automation systems where some users need challenges [5].

We centered CCBL on the notion of context rather than the notion of event as it is for ECA. We first make explicit our notion of context before presenting how contexts are ordered by priority so that only one context at a time has access to a device. In a third subsection, we detail how CCBL enables to organize contexts based on Allen’s interval algebra.

2.1. Contexts in CCBL

In CCBL, a context can be active or inactive. A context defines a set of actions that the system applies when the system detects that it becomes active (e.g., “Set volume of the music to off and set lamp A to off”).

There are two types of contexts: State contexts and Event contexts. Event contexts are semantically close to ECA rules: the trigger of an event activates the related event contexts. There is no duration associated with event contexts, once the event is triggered, actions are performed. State contexts are associated with a duration; they have a start and an end. State contexts are semantically close to rules of the type “When condition then actions” as Huang et al. [7] describe them. There are three ways to define a State context, depending on how users express the start and the end of the context:

- A Boolean expression: The context is active while the system evaluates this expression as true. It is inactive when the system evaluates this expression as false. For instance, “System detects that Martin is at home” is such an expression.
- A start and an end event: The context is active after the system detects the start event. It stays active until the system detects the end event. For instance, the start event could be that “System detects that the door has been opened” and the end event could be that “The alarm has been turned off”.
- A Boolean expression and optionally a start and/or an end event: The context is active after either the system detects the start event (if specified) or the system evaluates the Boolean expression as true (if there is no start event specified). The context stays active until either the system detects the end event (if specified) or the system evaluates the Boolean expression as false (in any case). For instance, the starting event could be “System detects that Martin enters his home”, the Boolean expression could be “System detects that Martin is on the phone”.

CCBL organizes context hierarchically: A state context may have sub-contexts. Each sub-context can only be active if the parent context is active. For instance, one can consider the sub-context “System detects that Martin is on the phone” that apply only when the context “System detects that Martin is at home” is active. By construction, CCBL imposes to have one root context, this root context aims to represent the “neutral state” of the smart Home (e.g., lights are off; doors are locked).

2.2. Priority, predictability and cascade

On a complex system with many contexts simultaneously running, it must remain simple to ascertain which context should prevail over the others when both specify actions to apply upon a same device. To do so, whether a context can act upon a device must be independent from the order of execution and of the succession of events. In order to achieve that we set up rules that put into order all the competing contexts.

Several contexts may set the state of a device but only one has access to the device at a time to prevent inconsistencies. Unlike what happen with ECA, it is not the last who speaks who get the access. In CCBL, contexts are ordered in a priority list. When several contexts try to modify a device, only the one that has the maximum index in the priority list can do it. If this context becomes inactive, then the next context in the priority list sets the state of the device. The same process happens when a new context that tries to set the device becomes active. The order function used in CCBL is as follow, \( C_1 > C_2 \) means that:

- Either \( C_1 \) is a descendant context of \( C_2 \).
- Or \( C_1 \) and \( C_2 \) have the same parent context; \( C_1 \) is indexed after \( C_2 \).
- Or \( C_1 \) has an ancestor \( A_1 \) and \( C_2 \) have an ancestor \( A_2 \) such as \( A_1 \) and \( A_2 \) have the same parent context, \( A_1 \) is indexed after \( A_2 \) in the list of sub-contexts.

Every context specifies either explicitly or implicitly the state of all devices and services. The implicit specification of the state of devices and services is what we call the cascade mechanism. We took the inspiration from the Cascading Style Sheet (CSS) language [6] that enables styling of HTML documents.

In order to illustrate the cascade mechanism, let us consider the CCBL program illustrated in Fig. 1. If we suppose that Martin is at home and that he is on the phone, then two contexts try to set the state of the lamp: the root context and the one that has the Boolean condition “System detects that Martin is at home”). The lamp lights in white because “System detects that Martin is at home” is a descendant context of the root context. If Martin leaves home while still on the phone, the lamp will be set to off, as the only remaining context that try to set it will be the root context.

We designed the cascade mechanism to make it easy for users to express what happens when the system exits a context. Devices can never be in an undefined state, at least the root context define what is their state. This way, users can focus on expressing the device states associated with context without having to bother with what happens when a context is over as it is when programming with ECA.
2.3. Contexts organization in CCBL

We designed CCBL in order to avoid the pitfalls identified for ECA, one of which is the accumulation of rules without hierarchy. CCBL provides several ways to organize the contexts based on Allen's interval Algebra [1]. In this section, we expose the different context’s relationships that CCBL support. For each of them, we discuss the semantic implications in CCBL. We also illustrate how it can help end-users to express behaviors more easily.

**SC during C.** This relationship aims at supporting the expression of particular cases or exceptions. It expresses that context SC is considered only when context C is active. The semantic is as following: While context C is active, actions specified by C apply to the devices and services. When the context SC becomes also active, then the actions specified by SC override the ones of specified in context C. Vice versa, when the context SC becomes inactive, the actions it specifies do no more override the ones specified by C: The states of devices and services then rolls back to what is specified by C.

A possible scenario that illustrates the relevance of this relationship is the following one: “When Martin is at home (context C), he wants the music to be played at a normal volume, except when he is talking on the phone (context SC). In this case, he wants the music to be played at a low volume”. When using the “during” relationship, users only have to specify the general context (C: “Martin is at home”) that is associated with devices states (the volume of the music is low) and a particular context (SC: “Martin is talking on the phone”). CCBL automatically switches from the general context to the specific context, the users do not have to bother with specifying what happens when a context is entered or leaved, they only have to specify what happen when the system detects that a context is active. This way, we tackle the non-sequitur problem identified by [Huang 2015].
SC starts C. This relationship is a specialization “SC during C”. CCBL considers the SC context only at the beginning of C. The starting event of SC is “when C starts”. Therefore, SC can only happen once a time as long as C is active (and at its beginning). Users can define SC by a Boolean expression and/or an ending event.

A possible scenario that illustrates the relevance of this relationship is the following one: “When Alice is at home (context C), the system plays music from her favorite radio except when she just arrives, then if she has got notifications, the system enumerates them vocally until there is no more notifications or she say stop (context SC)”.

SC finishes C. This relationship is a specialization “SC during C”. CCBL consider the SC context only at the end of context C. As neither the duration of SC nor the duration of C can be known in advance, CCBL only allow to define SC using a start event. Obviously, the end event of SC is the end of context C.

A possible scenario that illustrates the relevance of this relationship is the following one: “When Alice is at home during the morning of a working day (context C), listen to the radio news. If the system detects that she may be late at work (start of context SC), then the system plays a special music until she leaves her home”.

C2 takes place just after C1. This relationship expresses that the system considers C2 only just after C1 becomes unavailable. A possible scenario that illustrates the relevance of this relationship is the following one: “When Alice is watching TV (global context), when she is on the phone (context C1), the TV is paused. As sometimes she walks through her apartment while talking, she wants that the TV to be kept on pause after the phone call ends while she is not sitting on her sofa (context C2)”.

C2 takes place after C1. This relationship expresses that the system considers C2 only after C1 becomes unavailable, but not necessarily just after. A possible scenario that illustrates the relevance of this relationship is the following one: “After a soirée, Alice wants to be sure that her friends arrived at home (she always fear car crashes). She uses a lamp to be informed about the position of her friends’ car. During the soirée, the lamp is colored in white (context C1). After the soirée, the lamp is lit in orange. When her friends are at home (context C2), the lamp is lit in green”.

Unsupported Allen’s relationships. We do not support the relationship of overlapping (context C1 overlaps context C2) as it can only be detected a posteriori and not on the moment. We also do not explicitly support the relationship of equality (C1 happened exactly when C2 happens) as it can easily modeled by expressing a conjunction between the conditions of C1 and C2.
3. Implementation and Future works

We have developed a prototype of CCBL interpreter using the NodeJS environment. This prototype is able to build a coherent system with devices and contexts and to maintain the system in a state depending on the contexts. In order to test the CCBL expressive power, we simulate a Smart Home environment. We have also implemented a simple user interface that allows the user to explore the devices and the contexts to see their status. The source code is available online. In future works, we plan to bridge this interpreter to a real home automation system such as OpenHAB. We will also conduct experiment to test whether CCBL logic is more suitable than ECA for end users. Last, we will explore how to represents CCBL program to users in order to enforce their understanding of programs as well as to enable them to edit them efficiently.

4. References
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Abstract. Spreadsheets in the industry are used by multiple employees in organizations, and they remain in use for several years. Maintenance of existing spreadsheets is thus common. One of the issues in maintaining spreadsheets is the fact that formulas create cell dependencies, and these dependencies are invisible to users. To address this, dependence tracing techniques have been developed, both commercially and in research. However, these techniques are effort consuming, and are designed as separate activities that force the users to leave the context of editing spreadsheets. As such, these techniques are not suitably supportive for usual spreadsheet maintenance tasks. In this extended abstract, we present our work in progress on a novel approach for notifying users of cell dependencies, integrated into the context of editing spreadsheets. We present a preliminary evaluation of the approach in the form of an exploratory user-study with seven employees of a financial modeling company. Results show that the approach has the potential to support industrial spreadsheet users in the context of spreadsheet maintenance, as indicated by the responses of six out of seven participants.
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1 Introduction

Spreadsheets are popular end-user computing tools, but their use is not without issues. Hermans et al. found that spreadsheets can have a long life span, and they are often used by several users in an organization [3]. This makes spreadsheet maintenance a difficult task, software maintenance alike. One reason hampering the maintenance of spreadsheets is the fact that the cell dependency graph—the network of cells which refer to each other—is not visible directly. Users who are not familiar with the dependency structure of a given spreadsheet might find it difficult to grasp the entire structure of the spreadsheet. This can even result in a fear of further modification of the spreadsheet [2].

The problem of analyzing dependencies within spreadsheets is by no means new. Both in research and in practice, tools have been developed to support spreadsheet users in the activity of dependence tracing. We refer to our previous work [7] for a study of such tools [4, 8, 1, 3]. However, one important issue with existing tools is that they aim to support dependence tracing as a separate
task; meaning that the user, while making changes to a formula, has to click buttons or use hot keys. As such, these tools support activities like auditing a spreadsheet, in which the users wants to deeply understand the dependency graph of a spreadsheet, but they do not support a user in making simple changes to formulas.

In summary, existing tools and techniques are not designed with the focus on supporting spreadsheet maintenance. Therefore, currently, the maintenance of legacy spreadsheets is not supported adequately, with users having to use dependence tracing tools which pose extra effort, and also force them to leave the context of spreadsheet editing. This latter deserves particular attention as context switching has been associated with cognitive difficulties faced during software maintenance [5, 9, 6].

The goal of this work therefore is to support users in editing formulas or values within a spreadsheet, whose underlying dependencies they might be unfamiliar with, without the need for them to leave the context of editing the spreadsheets. In this extended abstract, we introduce our tool Aragorn. Once enabled, Aragorn shows spreadsheet users the existence of dependents on every selected cell, ensuring the user is aware of them, and does not overlook making necessary changes to the dependents.

We conduct a preliminary evaluation of Aragorn, through an exploratory user-study with seven employees of a financial modeling company. Our findings show that Aragorn has a clear potential to help industrial spreadsheet users in the context of spreadsheet maintenance, by addressing the issue of hidden dependencies.

2 Background and Related Work

2.1 Cell Dependencies in Spreadsheets and Dependence Tracing

Formulas in spreadsheets can simply use values, like =12+7, but they may also refer to other cells within the spreadsheets. For this, spreadsheet users use cell references.

For example, if cell A12 contains the formula =B25+C25+K100, then the value of A12 depends on the values of B25, C25 and K100; consequently A12 is as a dependent of B25, C25 and K100. Conversely, B25, C25 and K100 are the precedents of A12.

If a spreadsheet user wants to know the precedents of a cell, the user can simply read them from the formula. In the example =B25+C25+K100, the precedents are B25, C25 and K100.

However, the converse is not true: when a spreadsheet user wants to know which are the dependents of a cell, i.e. which cells use its value, this is not possible without extra effort. The dependencies are hidden from spreadsheet users’ (direct) view. To obtain an understanding of the dependencies in a spreadsheet, a user needs to use dependence tracing techniques. These are techniques for finding, visualizing, and navigating between dependents [7].
These techniques can be provided both as built-in features of spreadsheet applications, or as separate plug-in tools. For example, Microsoft Excel, has the Audit toolbar which provides an overlaid graph with the cells as nodes, and graph-edges shown with blue arrows depicting the cell dependencies.

### 2.2 Dependence Tracing Research

In addition to the built-in graph overlay feature of Excel, a number of techniques for dependence tracing have been proposed by researchers. For a summary, see our previous work [7]. While such proposed approaches all have their strengths and weaknesses, they share one important issue: they view dependence tracing as a separate activity. The spreadsheet user needs to navigate to a special menu created by the plugin [8, 1, 3], or enable a feature (Microsoft Excel, [4]) to start dependence tracing. While using such tools, users often find themselves spending dedicated time and effort solely for the purpose of understanding the dependencies inside a spreadsheet, making it an additional task on top of their normal work. This might be a reason why many of the dependence tracing techniques, have not found widespread adoption in industry yet [7].

The goal of this work, therefore, is to develop a technique that is specifically designed to support finding dependents in the context of spreadsheet maintenance.

### 3 The Aragorn Approach

Aragorn supports spreadsheet users in maintaining spreadsheets whose dependency structures might be (partly) unfamiliar to them. It is simple and entirely integrated into the spreadsheet environment, to support dependence tracing as effortlessly as possible.

Aragorn notifies the spreadsheet users of the existence of dependents for the currently selected cell, by showing the users a popup. Figure 1 shows the user interface of Aragorn, with three features. Before a user can use Aragorn, they need to process the workbook, during which Aragorn constructs the dependence graph and keeps it in memory. The other two options the user has are to turn ‘Dependence Notification’ on and off. Figure 1 furthermore shows the popup shown to the user, once the ‘Dependence Notification’ is enabled, upon clicking C4 in worksheet ‘Finances’. Dependents on the same worksheet are shown without a prefix (K4, G5), while dependents outside the worksheet are shown with their worksheet name prefixed (for example Weekly!F6). Apart from enabling the feature once, the user does not have to perform any other action. Aragorn shows all of the above information for every cell the user selects, automatically. As such, the user does not have to perform any additional tasks, unlike other available dependence tracing techniques.

We have implemented the Aragorn approach in a .NET 4.5 based Microsoft Excel add-in written in C#. It is compatible with Office 2010 and 2013, and Windows 7 and 10. It uses the Infotron core engine to analyze the spreadsheets and obtain the list of dependents of all cells. The Infotron core engine is a commercialization of its predecessor Breviz— the spreadsheet analysis framework developed by Hermans et al. [3].

### 4 Preliminary Evaluation

#### 4.1 Setup

In order to evaluate the usefulness of Aragorn, we conduct an exploratory user study with 7 professionals employed at F1F9— a financial modeling company based out of the UK. The main operations of F1F9 consists of analysis, development, auditing, and re-building of Excel based financial models.
These techniques can be provided both as built-in features of spreadsheet applications, or as separate plug-in tools. For example, Microsoft Excel, has the Audit toolbar which provides an overlaid graph with the cells as nodes, and graph-edges shown with blue arrows depicting the cell dependencies.

2.2 Dependence Tracing Research

In addition to the built-in graph overlay feature of Excel, a number of techniques for dependence tracing have been proposed by researchers. For a summary, see our previous work [7]. While such proposed approaches all have their strengths and weaknesses, they share one important issue: they view dependence tracing as a separate activity. The spreadsheet user needs to navigate to a special menu created by the plugin [8, 1, 3], or enable a feature (Microsoft Excel, [4]) to start dependence tracing. While using such tools, users often find themselves spending dedicated time and effort solely for the purpose of understanding the dependences inside a spreadsheet, making it an additional task on top of their normal work. This might be a reason why many of the dependence tracing techniques, have not found widespread adoption in industry yet [7].

The goal of this work, therefore, is to develop a technique that is specifically designed to support finding dependents in the context of spreadsheet maintenance.

3 The Aragorn Approach

Aragorn supports spreadsheet users in maintaining spreadsheets whose dependence structures might be (partly) unfamiliar to them. It is simple and entirely integrated into the spreadsheet environment, to support dependence tracing as effortlessly as possible.

Aragorn notifies the spreadsheet users of the existence of dependents for the currently selected cell, by showing the users a popup. Figure 1 shows the user interface of Aragorn, with three features. Before a user can use Aragorn, they need to process the workbook, during which Aragorn constructs the dependence graph and keeps it in memory. The other two options the user has are to turn ‘Dependence Notification’ on and off. Figure 1 furthermore shows the popup shown to the user, once the ‘Dependence Notification’ is enabled, upon clicking C4 in worksheet ‘Finances’. Dependents on the same worksheet are shown without a prefix (K4, G5), while dependents outside the worksheet are shown with their worksheet name prefixed (for example Weekly!F6). Apart from enabling the feature once, the user does not have to perform any other action. Aragorn shows the popups conveying dependence information about every cell that is selected, as the user navigates from cell to cell inside the spreadsheet.

In the popup, the user finds relevant information about dependents of the selected cell. It firstly shows the total number of direct dependents of the selected cell, which helps the user to obtain an idea how critical the selected cell might be. Secondly, it shows the locations of all direct dependents, both those that are in the same worksheet and those that are in a different worksheet; it displays the worksheet name and cell addresses. In addition to showing the dependence information in the popup, we also place it in the ribbon, as spreadsheet users are commonly used to obtaining information from the ribbon. Aragorn shows all of the above information for every cell the user selects, automatically. As such, the user does not have to perform any additional tasks, unlike other available dependence tracing techniques.

We have implemented the Aragorn approach in a .NET 4.5 based Microsoft Excel add-in written in C#. It is compatible with Office 2010 and 2013, and Windows 7 and 10. It uses the Infotron core engine to analyze the spreadsheets and obtain the list of dependents of all cells. The Infotron core engine is a commercialization of its predecessor Breviz—the spreadsheet analysis framework developed by Hermans et al. [3].

4 Preliminary Evaluation

4.1 Setup

In order to evaluate the usefulness of Aragorn, we conduct an exploratory user study with 7 professionals employed at F1F9—a financial modeling company based out of the UK. The main operations of F1F9 consists of analysis, development, auditing, and re-building of Excel based financial models.
We provide all the participants with the latest version of the Aragorn prototype, to install on their computers before the evaluation starts. They could then use the tool for a period of two weeks. After this period, we ask the participants to respond to a survey.

In the survey, we first provide the description of a scenario that sets up the spreadsheet maintenance context in which we intend to evaluate Aragorn. We subsequently ask six questions with one for identifying the participants, and the rest for evaluating Aragorn in the context of the described maintenance scenario.

### 4.2 Results

All seven of the participants agreed that they would be concerned in the described scenario, as the changes they make might inject errors into the spreadsheet, reaffirming the difficulty of spreadsheet modification related tasks.

On a five-point Likert scale, lack of dependency information was rated the second most important reason, slightly behind lack of familiarity about data, as probable reasons for the participants’ concern about injecting errors. This result reaffirms that the problem of dependency is an important factor contributing to the difficulty of spreadsheet maintenance.

A total of six participants either agreed or strongly agreed that they would manually check dependencies for each cell they modified. This result points towards the lack of existing automated support for obtaining dependency related information during spreadsheet maintenance.

We asked if the participants could think of reasons for which they may prefer to skip checking of dependencies. This was an open question, and on analyzing the answers, we were able to identify five distinct groups of opinions the participants shared with us. We observe that two groups of opinions related to revelation of dependencies and time constraints, can be aimed to be addressed through supports like Aragorn, as Aragorn provides dependency information consuming minimal additional time. The other opinion groups are dependent on the type of maintenance or the nature of the spreadsheet to be modified, and as such are not possible to be addressed through support.

Finally, we asked the participants if they felt Aragorn will help making the task described in the scenario easier. Six of the participants agreed that Aragorn can make the task easier, and only one abstained.

From the results above, we can conclude that spreadsheet maintenance is difficult, and an important contributing factor to the difficulty is lack of dependency information. Normally, users are compelled to manually check for dependencies but dependency information being revealed to them or time constraints can be reasons due to which they may skip checking for dependencies. Addressing such reasons, Aragorn can help make the task of spreadsheet maintenance easier, as indicated by six out of the seven study participants.

In summary, we can state that based on responses from a set of seven industrial spreadsheet users, the overall preliminary evaluation of Aragorn, as an aid for spreadsheet maintenance that addresses the problem due to hidden dependencies, is promising.
5 Future Work

Our current work gives rise to several directions for future work. Firstly, there are some improvements to be made to the tool. For example, the performance of Aragorn could be improved to make it more feasible to use Aragorn in day to day spreadsheet use. Participants of our study also indicated a need for the ability to navigate to displayed dependents via hyperlinks. Secondly, we plan to perform a broader evaluation within a controlled setting, allowing for both qualitative as well as quantitative assessment of Aragorn, with the above improvements in place.
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Abstract. With service integration platforms today it is easier than ever for non-programmers to create simple applications, automate tasks or control their smart-home appliances. Based on a workshop with multiple pair-programming teams that implemented a business use-case employing only service integration platforms, we show our first version of the software engineering process for service mashups, its key elements and their dependencies. Finally we motivate why further research is necessary on how integration platforms can foster innovation in a company by making their internal services EUD-ready.
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1 Introduction

Integration platforms (or short iPaaS: integration Platform as a Service[4]) such as IFTTT[6] and Zapier[11] enable users to select and configure so-called applets or Zaps. These platforms do not require source code to be written, which allows non-software-engineers to create applications very easily, thus enabling end-user development [7]. An applet (or Zap, recipe, etc.) serves as connector between two services. One represents the trigger of the connector and the other executes an action (hence the name IFTTT: If This Then That). By combining multiple connectors, users are able to create simple applications.

We observed that from this trend a software engineering process of service mashups is currently emerging organically due to the explorative nature of these platforms. Based on this observation we propose a structured yet agile and adaptive approach that is required in order to give end-user developers a guidance for creating service mashups and support the development of tools and methods in this area. Considering the advantages the software engineering process for traditional applications has on planning and management and with the idea in mind that service mashup prototypes might evolve into a permanent software product, it makes sense to examine the implications this new style of engineering has on the traditional software development phases.
2 Research Motivation and Related Work

In this section we will discuss the assumptions that led to our insights as well as the ongoing trends building the foundation for service mashup engineering.

Assumption 1: Software will be more and more assembled from existing elements instead of being build from scratch. To build upon the existing components of other manufacturers benefits a product because it is based on proven and thoroughly tested elements which are highly specialized for their usage scenario (cf. the UNIX toolchain principle). Current trends towards microservice architectures and containerization where containers (e.g. using Docker\[8\]) instead of Virtual Machines are used, underline the idea of the decreasing mashup building block size and a more fine-grained resource sharing that is achieved \[10\]. Component-based development does not only refer to software but can also be found in the hardware of embedded systems which are very often build in a System-on-a-Chip process \[9\]. A company licenses multiple established components as circuit blueprints which then are combined to manufacture a coherent silicon computer chip. Analogous to software systems, multiple pre-configured container images can be easily assembled into a full software stack.

Assumption 2: Internet connectivity will be ubiquitous and widely available in the future. Offline phases and latency will be reduced to a minimum. Mobile data networks and public WiFi hotspots will complement each other and will lead to more reliable and uninterrupted internet coverage \[2\]. This is required to build software that not only runs locally but is made up from distributed internet-connected services, leveraging the idea of cloud-computing.

Assumption 3: The amount of service offerings and APIs will massively increase, leaving the users with the challenge to select from a broad range of providers the one best matching their requirements. This observation refers to the decreasing size of components already mentioned and is further supported by the growing amount of sensors, actuators and data aggregators due to progress around the Internet-of-Things (IoT) and Cyber-Physical Systems (CPS). From a service mashup point of view sensors and actuators can be encapsulated as web services from which sensor data can be retrieved and actuators can trigger physical actions by using an API. Due to the ease of which services can be used and contributed, many different private and professional providers offer own services leading to a broad, intransparent and constantly changing market that consists of both highly specialized and general services. Keeping an overview of the service offerings is challenging. Especially the discovery and evaluation of existing services is crucial for the development of service mashups.

Assumption 4: The amount of end-user developers with a private or professional interest in software engineering will increase. The Smart Home trend brings IoT devices into the hands of end-users and several vendors offer mobile apps
to customize their behaviour. iPaaS providers are integrating Smart Home services into their platforms. This enables users to develop basic applications which interact with their physical environment, i.e., using sensors as triggers (e.g. temperature, movement) and operating actuators (e.g. shutters, lights, heaters) as a reaction. That software development is considered relevant is also backed by the idea to start teaching programming already in elementary schools [3, 1]. In the future we are therefore faced with users who are interested in programming but not necessarily have a formal education in this field (i.e. potential end-user developers). Developing service mashups with the given tools requires an adaptive process which we are about to outline in this paper and shape in future research. In contrast to the mashup engineering process that is currently emerging organically we see the need for a guidance and structure in order to create service mashups. Professional end-user developers can also benefit from an engineering process for service mashups as they are able to automate tedious tasks from their domain, create their own analyses or even exploring the feasibility of an idea very fast, thus realizing extreme rapid prototyping.

**Assumption 5:** The amount of data exchanged between systems via the internet will massively increase. Finding relevant information in this stream of data is an important challenge that needs to be supported. The Service Scout as envisioned in our approach is on the one hand responsible for finding suitable services that fit to the need of the business process and on the other hand necessary to find out about the data sources that are available in order to fulfill the user’s goal. This means different levels of granularity are required for the data and it is necessary to be able to switch between those levels on behalf of the end-user and based on its knowledge and experience.

### 3 Idea and Approach

Building software as service mashups arose from a workshop we conducted with three pair-programming teams. The goal was to implement the process of evaluating a seminar without writing code by combining services which coordinate calendars, create questionnaires and send emails. After four 90 minutes iterations we consolidated our experiences, analyzed our actions and derived retrospectively our proposed software engineering process for service mashups (see Figure 1).

![Fig. 1. Proposed Software Engineering Process for Service-Mashups](image-url)
The implementation started with the (1) Mashup Sprint. Here (one or more) designated (2) Service Scouts use their experience and technical knowledge to find a suitable service for a feature (e.g. sending an email). During (3) Interface Evaluation the technical aspects of a service were explored. After evaluating the technical aspects of the service, (5) the existing service is connected to the service mashup (e.g. using a connector on an integration platform). After step (3) the given service might also be rejected due to incompatibilities or because it is not integrated in the required integration platform. In this case Service Scouting starts again (4). This way the service mashup is built in multiple Mashup Sprints and can be changed and improved over time.

4 Conclusion and Future Research

In our research we focus on the end-user developer being an employee of a company working in a department that does not develop software but is using it. Here we focus on the need to make use of the internal systems of the company and automating workflows that are usually carried out manually or combining internal and external services to foster innovation and prototype new ideas. Further research is required and will use the following questions as guideline:

1. What are the challenges when creating an integration platform inside a company with an existing microservice architecture?
2. How can the existing services inside a company be prepared for end-user development and connected to an integration platform?
3. What constraints apply when combining internal and external services on an integration platform?

As the next steps it is necessary to evaluate the expressivity of our process by implementing more complex business use-cases and it needs to be investigated if the developed architecture is restricted to the pipes-and-filters paradigm [5]. Moreover the proposed process and its key elements need to be validated in a real-world scenario, e.g., a company with multiple internal services that are currently restricted to the use of professional developers. We propose to create a custom integration platform inside this company and to connect internal EUD-enabled services to it as well as external public APIs.

After carrying out these experiments, the planned contributions of the doctoral work will be methods and best-practices for making webservice EUD-ready as well as a prototypical implementation of an integration platform enabled for end-user development.

For engineering service mashups in professional environments several open issues remain. Most integration platforms and services are lacking service level agreements (SLAs) which adds to the fact that engineering of service mashups is subject to a high degree of uncertainty. During development it is unclear how long an incorporated service will exist. Evolutionary prototyping of a mashup poses a business risk as it is questionable for how long integration platforms such as IFTTT and Zapier will continue their services.
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Abstract. Social emotional learning also means teaching children positive social norms, which can be supported by interactive tangible solutions. Meta-design can help rapidly and effectively develop such solutions with users in the field. The design process of one such solution, TurnTalk for a norm for group conversations, is discussed in this paper.
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1 Introduction

Social Emotional Learning (SEL) is about teaching children positive social behaviours. The education literature suggests SEL roles & norms for conversations among children, e.g., [6]. A basic norm is turn sharing in group conversations: all group children have the right to take their turn in speaking; there should be no turn overlaps. Physical objects, such as sticks, are used to support the norm; but they are often forgotten by children and do not aid children in reflecting over their conversation. Research indicates that interaction design (ID) of tangible objects (briefly, tangibles) has the potential to enhance the scaffolding of SEL norms with children, e.g., [17]. My PhD work and this paper focus on ID of tangibles for SEL norms for conversations among children, such as turn sharing. Their design faces specific research questions. Section 2 overviews the main ones related to my PhD, and the end-user meta-design approach adopted for designing such tangibles. Section 3 zooms in on TurnTalk, a tangible for turn-sharing norm: design process of TurnTalk is presented as a proof-of-concept of the adopted design approach. Finally, Section 4 concludes the paper.

2 Research Work, Questions and Design Process

2.1 Related Research Work: a Compact Overview

Currently, no tangible for children has explicit SEL aims and hence tackles specific SEL norms [17]. Multitude of tangibles for conversation are for adults and work meetings. Although such context is crucially different than learning contexts for children, the interaction ideas or technologies can be ported to learning contexts for children. Examples are reported in [3, 5, 12, 2] etc. None of these
actively mediate a conversation but all enable participants to reflect on the conversation, mainly in terms of times taken in turns etc. Other tangibles instead aim at actively mediating the conversation in group. For instance, the tangible of [16] gives real-time textual advice for encouraging users to converse more by means of complex technology, which sometimes users found distracting.

There are also tangibles for learning contexts but none of them are meant for the scaffolding of social norms for conversation and children’s self reflection on it. An example is Ely the Explorer [1]; it encourages children to exchange objects such as dolls and cards to promote interactions. In another study [13], only the teacher receives information about university students’ collaboration.

2.2 Research Questions

The research goal of this PhD research is the design of tangibles for SEL norms for conversations in groups of children, by building on the research work in the literature for adults and ID for children (see above). Such tangibles can be used primarily in classrooms but also in other learning contexts, e.g., at home with parents. As educators are a vital part of SEL, this research work also considers them as (primary) users, besides children. The following questions guide the PhD research around the design of tangibles for SEL norms for conversations in groups of children: (RQ1) How can we design tangibles for SEL norms that enhance all children’s experience in group conversations? (RQ2) How can we design tangibles for SEL norms that enhance educators’ experience?

2.3 Design Process

The above questions stir the development of tangibles for children’s SEL. To develop them, a meta-design approach, in the form of participatory design with action research, has been chosen as it allows continuous exploration and transformation of design and learning possibilities with users in the field [7].

The design process steps through rapid prototyped solutions acting as intermediary objects in the sense of [4]; solutions are assessed and used in field studies, which unveil novel design and learning possibilities. This requires the prototypes to be modular, adaptable and disposable, according to the results of studies with users. One such prototype, TurnTalk for primary-school children and their teachers, is discussed next as proof-of-concept. It is designed for the turn-sharing norm for conversations of groups of children (see Sect. 1).

3 The TurnTalk Design Process

TurnTalk is primarily designed for the scaffolding and reflection over the SEL norm of turn sharing in group conversations, with 3 to 5 children.

The design approach for TurnTalk is as explained in Section 2.3: as indicated in the below figure, TurnTalk is built in cycles of rapid development sessions, actions in the field and reflections. Initially, TurnTalk was a scepter, acting as
cultural probe [8]. This was used in the field by primary classes and the design solution was abandoned. TurnTalk was then realised as a pentagon device and as a technology enhanced probe [9]. As per the field study conducted with a primary school, this tangible needed to be more personalised and show intuitive visual feedback for children. The third version of TurnTalk was thus realised [14]. In this version, each child faces a section of the pentagon device and has their own play-card for taking or reserving turns. Most importantly, this TurnTalk is adaptable by teacher, who can chose between types of feedback and when to show them (during or after the session). A number of LED strips on the device can light up corresponding to number of turns taken or the time taken by each child, thus providing group and individual feedback. Logged data concerning turns & times also enable post-conversation reflections concerning children’s behaviours, which are mediated and customisable by teachers. This version of TurnTalk went through expert reviews by SEL and ID experts, and then it was used with 9 children in a learning context. Again, design spaces were opened up, through designers’ conversations with children and teachers, observations, and logs of TurnTalk [11]. A novel TurnTalk was rapidly released and has been recently used in a repeated measure field study in 2017 in a primary school.

Finally, the modularity and adaptability of TurnTalk also allowed us to re-purpose TurnTalk for a novel context, not initially envisioned: TurnTalk has been recently adapted to an experimental context with deaf and hearing users. This design of TurnTalk is being evaluated to assess if its feedback is equally helpful for deaf users and hearing users, or whether it should be differently designed, in line with the requirements set in [10] and the design guidelines advanced in [15].

4 Conclusions

This paper outlined the research questions and participatory design approach taken in the PhD work being done for development of SEL tangibles centered around group conversations for children, in learning contexts. The paper focused on the TurnTalk tangible for the turn-sharing norm. It showed how it evolved through reflections, actions in the field and rapid development cycles. It motivated why such tangibles should be disposable, modular, adaptable and open for appropriation and re-purposing. The design case showed how such characteristics made it easy to abandon ID solutions in case of failure in field studies, adapt them according to children’s usage and teachers’ suggestions, as well as to re-purpose them for novel contexts, not initially envisioned.
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Abstract. Nowadays most of the electronic devices are able to both connect to the Internet and create an in-home-environment which can be managed by users through mobile phones or web applications. Moreover, many products developed by the most important IT companies allow end users to easily customize the behaviour of their smart systems via Graphic User Interfaces (GUI). Most of the devices (including air conditioning systems, lamps, fridge, washing machines etc.) have their specific application, with which is possible to control and manage only the behaviour of a specific item. However, multiple devices even by the same manufacturer, need a specific app to be configured and there is no possibility for end users to take the full control of the smart system and customize it to the everyday needs. In this work I report a way to overcome this problem, by End-User Development techniques, to allow involved users to manage, customize and develop part of the existing smart-home environment. In particular, I propose some scenarios improving the quality lifestyle of the users via the Internet of Things (IoT) devices. For this aim, the proposal encompass a modification of the International Classification of Functioning (ICF). With the addition of some markers related to the Computer Science (CS) ability, I have proposed a solution to improve the overall user’s ICF level.

1 Introduction

Nowadays all the electronic devices are connected to the Internet. This ability, named Internet of Things (IoT), can be used in different fields to: collect data, remotely manage devices, add pieces of information to the real world, etc. The most common domain where the IoT has been used is the smart-home. This can support people in the everyday life, for example, supporting families and even lone older people and disabled people. Those share the same needs from a smart-home environment and, as a matter of fact, the idea to consider this group of people as unique about a generic home environment, is deeply discussed in literature since the 90s [1][2]. So, the described scenario shows how nowadays smart-home technologies lack in customization and the gives hints on how rising technologies can be used in order to improve people’s lives and health. To objectively evaluate the health functionalities of a person, the World Health
Organization (WHO) has developed a scale called “International Classification of Functioning” (ICF). The ICF scale describes a person’s functioning at three perspectives: body person and societal. Each component of the functioning and disability is evaluated by many qualifier that help physicians to evaluate the level of disability of the person. The higher the value, the better is the person’s status.

Every IoT device currently is interfaced directly with the vendor’s website. Data collected from the device is calculated according to “fixed” algorithms and are sold by vendors to third-party companies. The ICF scale can be used to objectively calculate a disability value, and the smart-home can be used to collect and generate custom reports for care-providers. How smart-home systems can be used to support both older and disabled is a filed of research that have been explored from the last fifteen years. In a previous work, we have proposed a dynamic approach to the data evaluation coming from IoT devices by caregivers and care-receivers [3]. With this work, I want to face the further problems emerged during that study which are: the better cooperation between the data collection coming from IoT devices and the physicians involved in the patient’s therapy. There are many pilot studies that states the importance to propose older people a simple smart-system in order to allow them to get the advantages from it and improve their health status [4] [5]. The importance for both the wellness and health with the support of smart-home appliances is stated in many works in literature [6][7][8]. IoT and mobile wearable devices (such as smart watches) are becoming more and more affordable. Their capability to track someone’s health parameters is pushing forward the study for a new field of research which involves the patient remote assistance [9].

2 Proposed approach

The research questions to be answered are:

- RQ1: How can a smart-home environment improve ICF values of a user?
- RQ2: Which EUD technique better involves users (caregivers, family members and patients) to edit the behaviour of the smart-home?
- RQ3: Can a framework be modelled in order to use it in the smart-home environment with cheap Internet of Things (IoT) devices?
- RQ4: How the framework can manage different users needs?
- RQ5: What are the best technologies to be used when older or disable people are in the smart-home?

The proposed approach consist into two different parts: the first one is related to the ICF scale, the second one involves the definition of a specific study case. The International Classification of Functioning, Disability and Health (ICF) is a framework for describing and organising information on functioning and disability. It provides a standard language and a conceptual basis for the definition and measurement of health and disability [10]. The common way to calculate the
ICF for each person is to evaluate different markers belonging to every aspect of the patient’s lifestyle and ability.

In Figure 1, the white boxes represent the ICF scheme. The grey boxes at the bottom of the Figure 1 represents my proposed modification to the ICF scale. Firstly it can act as helper for the in the ICF’s “Environmental factor”, improving the house environment where the person live, with a smart-home environment, specifically developed. Secondly, it can improve the person’s activity by forcing he/she to do specific activities (defined by the caregiver). Performances, in terms of physical movement and thinking, are an important aspect for people affected by dementia of a mild cognitive impairment [11]. The support for those users is fundamental and the Smart-home environment could play an important role to help the user’s activities. Thirdly, it can improve the participation of the family (for example) into the person’s therapy and subsequently improve the “Participation” ICF value. Care-providers will be closely involved to the user’s therapy via many gamification techniques [12]. It introduces two more qualifiers to the scale system. I have considered the patient’s Computer Science ability in two separate ways:

- First Qualifier: physical ability to interact with the smart-home system. To evaluate a person, this qualifier may be divided into 3 or more levels (low, mid, high, for example);
- Second Qualifier: mind ability to understand and interact with the smart-home system. As the previous qualifier, this can be divided into 3 or more levels.

The second part of my work is to define a scenario to test whether the proposed approach is valuable. Studying the literature I propose a scenario to help disabled
and older people with the support of the smart-home environment. It involves
the usage of wearable IoT devices to keep alive the mental ability of a patient
[13] and a smart-home environment to analyze data, manage and send infor-
mation to care-providers. Sensors can be used to collect the data from different
sources and the EUD allows families (or in general care-providers), to customize
the movement(s) or the path that the patient should do. The smart-home en-
vironment finally, is used as supervisor of the patient’s therapy. The possibility
given to the family members and care-providers to customize the smart-home
environment allows to tailor the therapy to the real needs of the patient. In this
way, the ICF value improves the patient’s lifestyle and health.

3 Conclusions and Future Works

In this work, I have studied the most common problems involving the smart-
home environment related to older and disabled people. I have then proposed
some study cases that could be developed in order to improve older and disabled
people’s lifestyle. As future works, the development of the scenario and then some
user’s test is needed. Moreover, emergent technologies like Virtual Reality are
getting used into the smart-home systems to support older and disabled people.
This can be evaluated in a smart-home system to keep the patient’s brain trained
through many simple games. The most known EUD techniques can be used to
allow caregivers and care-providers to deeply customize the games and decide the
sequence or the timing for each gaming session. The smart-home environment
can be used to keep track of the trend and report improvements (if any) to the
trusted care-provider and give the patient reminders for the scheduled activity.
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Abstract. Lack of direct motion feeling is recognized as a possible weakness in remote operated container crane (ROCC) application. This could lead to less safe working environment especially to people working in the terminal area. An end user experience investigation was conducted by using semi structured interviews and task observations for the purpose of parameters’ study. Six parameters namely weight, size, material, handling behavior, position, delay data and semantics were studied to provide measurable values to the sense of presence experience goal. This investigation provided a direct feedback from the operators as active domain developers in improving the control and handling interface for ROCC application in specific as well as for remote operated off-road applications in general.
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1 Introduction

Automated off-road vehicle system and its operation such as for container cranes has become a worldwide demand and its evolution due to safety and health requirements has been increasing in recent years. Therefore, many previous researches had produced studies related to automation or remote operated systems for container crane application such as in[1–7].

After years of research, the lack of direct motion feeling was identified as a possible weakness in remote operation implementation. This lack of direct motion feeling between physical operation and operation through monitors’ view experienced by crane operators could lead to a less safe handling operation and endanger the people in the terminal blocks. An automated operation is also limited by the view that can be provided by the station monitor in the remote offices. This could also be contributing to a less safe handling scenario.

This research therefore, presents an investigation into the parameters that provide measurable values to the sense of presence goal to improve the lack of direct motion feeling for remote operated container crane station (ROCCS) joystick interface. In
addition, this research implements and emphasizes the roles of operators as domain developers that has been defined and discussed in end-user development EUD concept [8] in providing the experience feedback to facilitate designer in modifying the joystick interface as artifact and its system to fit their evolving requirements.

2 Theory

This research adapting EUD concept that just not only important in the software systems establishment but recently EUD methods, approaches and tools also expended into various socio-technical environments and applications to facilitate the end-users to act as professionals in those domains in which they are not the expertise[9].

User experiences (UX) principles and approaches [10] are applied in investigating the parameters for the sense of presence experience through joystick interface. UX goals from previous research [5] were referred to and redefined for the purpose of this study. They are;

- The joystick interface will provide a natural interaction between the operator and the remote system.
- The interaction options will not disturb data transmission.
- The interaction options will assist the operators in understanding the information from the operation system.

3 Method

Thirteen remote crane operators were interviewed and observed while they operate the existing remote operated control and handling interface systems at two international terminals. Five levels of the Likert Scale was used in the semi structured interviews with Scale One defined for strongly agree, Scale Two as agree, Scale Three as not sure, Scale four as disagree and Scale Five as strongly disagree. The operators had to choose most suitable scale for every relevant question based on their experiences. The observed tasks included unloading the container from block, loading the container onto trucks and stacking the container in the block. Task analysis and activity analysis from video observations were conducted to validate the interview results.

4 Results

4.1 Experience based on natural interaction

Interview results indicated that six out of thirteen operators disagree that the existing joysticks were heavy and bulky while five of them agreed that the weights and sizes of the existing joysticks need to be improved to provide a natural interaction between the user and the handling system.
Based on the interviews and observations, all operators had interacted with their joysticks using both hands. Eleven operators responded that they usually sit at their control stations when using the joysticks while one of them preferred to alternately sit and stand while using the joystick.

### 4.2 Experience based on data delay

![Graph showing data delay](image)

Fig. 1. Results on data delay experienced by operators when using existing joysticks

Figure 1 describes the delay time experienced by thirteen operators in handling the joysticks i.e. pull, push, move to left and move to right. Positive values mean that the spreader of the crane was still moving even when the operator had released the joystick, while negative values mean that the spreader had already stopped even when the operator was still performing the function. This delay in time could be considered to reflect the data delay in the joystick information system.

### 4.3 Experience based on semantics

The feedback from the interviews regarding the joystick semantics arrangement showed that eleven of the operators agree that the current joystick semantics easy to understand.

### 5 Conclusion

Six parameters were investigated to support the sense of presence goal for the lack of direct motion feeling issue in ROCC by implementing EUD and UX principles and
approaches i.e. interviews and operational observations. Future research should focus on developing the engineering parameters based on experience parameters, so that they could be measured and physically tested.
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Abstract. Computer science education at K-12 schools often includes computational thinking and algorithmic thinking. This paper supports the idea that algorithmic thinking should be taught, from primary school, through interactive tangible objects. The paper focuses on the design of such tangibles for teaching graph algorithmic thinking.
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1 Introduction

Algorithmic Thinking (AT), which is an important part of the best known Computational Thinking (CT) [13], requires to abstract the essentials of a problem and model its solution, so as to give step-by-step solution instructions (an algorithm) [6]. In many countries, computer science education in primary and secondary schools (K-12) has shifted towards CT, in general, and AT, specifically [4]. In K-12, the use of interactive tangibles for teaching AT potentially fosters the interplay between abstraction and concreteness, thus helping even the youngest to learn through visual and tactile experiences. This paper focuses on interactive tangible objects for graph algorithmic thinking (briefly, tangibles for graph AT), for primary and middle schools.

The design of such tangibles is highly complex: it should be based on releasing evolving tangibles, and exploring their users’ appropriation in field studies, according to their specific learning contexts.

2 Research Work, Questions and Process

Related Research Work. Literature on computer science education highlights three main categories of approaches to teaching CT, in general, and AT, in particular: (1) without computers; (2) by coding, with computers; (3) with interactive tangible objects.

Perhaps the best known approaches to AT education are based on coding, with programming environments for children, such as Scratch [12]. Proposals such as CS-unplugged by Bell [1], instead, teach CT without computers: they
require physical activities, using everyday materials like paper and pencil. CS-
unplugged has inspired several researchers, including Gibson, who taught graph
modeling and algorithms through physical non-interactive objects [10].

Relevant related work for AT education can also be found in the area of in-
teraction design of tangibles, e.g., [2,11]. Proposals to teach algorithms through
the use of tangibles have increased in recent years. A significant reference is [7],
where a gamified tangible for primary schools is presented, BALA, for the scaf-
foiling of a sorting algorithm. Therein, gamification is used for creating probe
versions of tangibles for children as in [8,9].

Research Questions. The primary goal of my Ph.D. research is how to design
interactive tangible objects (briefly, tangibles) for scaffolding AT, so that tangi-
bles are usable by their intended users, and can provide them with an enhanced
learning experience. To achieve my research goal, my research work is framed
around research questions and measurable objectives: (RQ1) What are basic re-
quirements for tangibles for AT in learning contexts? (RQ2) How can we design
tangibles for AT with learners and teachers, for their learning contexts? (RQ3)
How can we generalise tangible for AT design to novel learning contexts?

Design Process. Given the aforementioned research goals, my design process in-
volves users continuously, so as to transform learning “by empowering all people
to become active contributors” [5]. Its roots are in participatory design with ac-
tion research. The primary users of tangibles for AT are teachers and their 9–13
years old pupils, from primary and middle schools. The design process proceeds
through prototype solutions, conceived as intermediary objects in the sense of [3],
which are used in studies with designers and users for detecting usability issues,
exploring novel design possibilities as well as creating learning possibilities for
users.

The design process started with an exploratory context of use analysis, which
triggered the first alternative design ideas, assessed with interaction design ex-
erts. After building a first vertical prototype of a tangible for AT (with few criti-
cal functionalities implemented and open for appropriations and rapid changes),
designers and users participated in two studies in informal learning contexts.
Tangibles were rapidly assessed and redesigned according to study results. For
instance, new learning scenarios for primary and middle schools were developed
together with teachers. New design features were added after studies.

3 Example Tangibles For Graph Algorithmic Thinking

The first prototype that we developed is made of tangibles for graph AT. The
prototype has a client-server architecture. Clients are the main tangibles for
learners, embedding Raspberry Pis and other micro-electronics: nodes (boxes)
and edges (cables), with their buttons and LEDs. The server is a computer that
(1) verifies graph properties or algorithms, (2) implements a monitoring tool for
teachers, and (3) interacts with nodes through a WiFi connection.
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(a) A graph is given. All lights are white.

(b) A learner activates two adjacent nodes and an edge between them. LEDs become green—success.

(c) A learner tries activating a node not adjacent to green nodes. The node LED is red—failure.

(d) A learner tries activating an edge between non-green nodes. The edge LED is red—failure.

(e) A learner creates a cycle. The edge LED is red—failure.

(f) The spanning tree is constructed. LEDs of nodes and edges of the tree flash green—success.

Fig. 1: The construction of a spanning tree for a graph.

Learners can construct graphs, explore graph properties or algorithms by physically connecting tangible nodes and edges. For instance, they can build a spanning tree for a given graph in an exploratory fashion (verifying the spanning tree properties) or in a guided manner (according to a specific algorithm). Figure 1 shows a storyboard describing how primary-school learners may learn of an algorithm for creating a spanning tree for a graph with tangibles.

4 Conclusions

The paper introduced the idea of tangibles for AT, focussing on graph AT, which can aid in the scaffolding of AT through an active multi-modal experience. The design of such tangibles is based on participatory design with an action-research approach. Teachers, children (users) and designers co-discover design and learning possibilities by using and modifying tangibles and scenarios. A storyboard
showing how to experience the construction of a spanning tree illustrates educational potentials of the participatory design of tangibles for (graph) AT.
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Abstract. Mobile applications (apps) represent an exciting development in software delivery. However, apps collect extensive user details used for instance for the personalization of the users’ experience and, can serve as means of surveillance thus a source privacy concern. One measure of addressing privacy concerns is the provision of privacy policies by apps. Privacy policies however fail to effectively address the privacy concerns as they offer limited user comprehension. A possible cause is that privacy policies are designed from the service providers’ perspective, highlighting the necessity of user involvement so as to develop more effective policies. This research entails an in-depth analysis of 100 mobile application privacy policies and develops a clear privacy policy classification scheme. User perspectives on privacy policies are also explored and findings used to inform the development of user centred privacy policies that are easy to understand and optimise user empowerment over personal data privacy.
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1 Introduction

While a range of approaches have been used in an endeavour to address digital privacy concerns, a key focus has been on the provision of privacy policies. A privacy policy is ‘a set of rules, or statements that specify which processing and sharing practices are permitted for different types of data collectable from the user [1]. Privacy policies endeavour to guarantee data gathering and dissemination however, they are inadequate in their attempt to address user privacy [2]. While there is no simple solution to addressing privacy challenges, the unhampered growth and further adoption of digital media such as apps, websites and IoT dictates that data privacy issues are given adequate attention.

Diverse research initiatives have been conducted to explore privacy policy related challenges. The widespread traditional full length privacy policy representation is critiqued for its lengthiness, ambiguity and ineffectiveness. In addition, the traditional full length policy representation tends to focus towards service providers or industrial requirements, with minimal consideration for the end user. Research into the devel-
The development of improved privacy policy representations has included: Privacy tables and privacy nutrition labels [3], multilayered privacy policies, privacy icons [4], short notices that use risk or expectation scores [5-6]. The proposed improved policy representations are usually shorter, more understandable and facilitate better viewing of privacy content. However, the proposed representations have exhibited mixed success and are faced with several challenges. The proposed privacy policies do not always significantly improve times required to find or understand privacy information. It is difficult for proposed representations to distinguish whether accessing certain sensitive resources is necessary. Further challenges include the need for privacy information taxonomic presentation, standardization and, legal and industry support.

Based on the literature, it was established that an essential requirement for effective representation of privacy to the end user is in finding a balance between the provision of adequate information to support informed user consent while avoiding the elimination of relevant information which could limit the meaningfulness and relevance of information. This necessitates privacy policies that are not merely centred on the service providers’ perspectives, but that incorporate user perspectives thus an end user development approach to policy design. Users don’t care about technical complexity, hence there is need to hide the technical complexity in policies yet reveal task complexity. This involves understanding how users perceive specifications or privacy preferences and then representing them in a way that users would understand them, thus empowering users with specific control over policies and specifications over tasks. Next, the research questions used to explore the privacy challenges are presented.

2 Research Questions

Two research questions each with two sub questions are explored: Research question one: What are the key dimensions in mobile application privacy policies? This question is addressed by answering the two questions: a). How can the nature and usage of the collected attributes to be qualitatively classified? b). What do users consider as the essential privacy aspects in policies? Research question two: What is a good representation of privacy policies? This question is addressed by answering these two questions: a). What makes policies comprehensive? b). What is the right balance between abstraction and control to optimise user empowerment? The research strategy below was adopted to facilitate the process of attempting to answer the research questions.

3 Research Method

The choice of research strategy that should be applied is determined based on the aim of the study, the data required and its accessibility [7]. The first phase of the research in this thesis sought to establish the nature and usage of the main privacy policy attributes and to develop a qualitative classification (Research question 1, a). This involved secondary data collection in form of 100 mobile applications’ privacy poli-
cies that were sourced online and selected on the basis of the mobile applications’ popularity as ranked by the app stores. Other selection considerations included apps’ categorization, user rating, number of installations, developer details and platforms.

The privacy policies were qualitatively analysed using Nvivo [8] in order to understand the concepts and characteristics comprised within existing mobile application policies such as the information gathered about individuals, the terms of use of the gathered information and how the collected information is used by service providers/third parties. Based on the findings of the policy content analysis, the policy information and domain knowledge was organized into an intuitive and clear comprehensive mobile app privacy policy taxonomy. The process of taxonomy development was guided by the information systems taxonomy methodology developed by [9].

The second phase of the research in this thesis involved a study on app users’ perspectives on privacy policies that involved forty-one (41) participants [10]. The study as administered as a questionnaire survey that included both semi structured questions as well as open end questions. Participants were also required to design or draw a privacy policy and, to compare four (4) alternative privacy policy representations. The initial analysis of this study’s findings focused on exploring what users consider as essential privacy aspects in a policy (Research question 1, b). It was established that users focused more on privacy aspects of data collection and use while little attention was given to the privacy areas of data monetisation and legal aspects. This could be an indicator of lack of adequate user understanding and a ‘sense’ of limited control over these privacy aspects. As such, based on these findings, a user centred privacy policy design prototype was developed and evaluated using the cognitive dimension framework [11]. The prototype design facilitates users with more privacy awareness and control over personal privacy in particular the monetisation of users data by apps.

The next step in the analysis of the study on users’ perspectives on privacy policies is currently underway with the objective of answering (Research question 2, a & b) which seek to establish what a good representation of policy is in terms of information comprehensiveness and finding a balance between abstraction and control to optimise user empowerment. This involves exploration of the policy designs drawn by each participant in order to establish the users’ mental models and the key design features depicted in the designs such as relates to structure, interactive-ness and, the interplay between textual and graphical aspects of the users’ designs. When this analysis is finalized, it is hoped that the factors that contribute to ‘easy to understand’ representations would have been established and will be used in the development of new alternatives of user centred privacy policy representations based on natural programming [12] and user choices. Natural programming facilitates the presentation of functionality or information as perceived by non-technical users enhancing usability.

4 Contributions

A theoretical implication from this study is that the proposed taxonomy provides a body of knowledge that is pertinent in informing about the current state of mobile application privacy policies’. It provides an informative reference point for supporting research in policy development and policy regulation facilitating the work of regulators in the process of development and assessment of privacy standards for industry.
The prototype privacy policy design will improve user awareness and control over the monetization of personal data. This user focused design will facilitate informed user consent thus contributing towards reducing user concerns over privacy and fostering greater user confidence in the use and adoption of apps.
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Abstract. This research focuses on the creation of Visitor Interactive Digital Exhibits (VIDEs) by domain experts working within Museums and Art Galleries. These experts, Cultural Heritage Practitioners (CHPs), are rarely programming skilled users. The creation and updating of digital equipment based interactions typically relies on a high level of technical programming skill to create 'executable' behaviour. The researcher proposes an alternative approach, where visual 'Quando' blocks, similar to education blocks used in languages such as Scratch, are repurposed for use by CHPs. Quando blocks are designed based on CHP requirements and researcher expertise. Collections of Quando blocks can then be used by CHPs to describe the behaviour for VIDEs for use by Cultural Heritage visitors.
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1 Introduction

In Cultural Heritage Museums and Art Galleries, Digital Technologies are increasing visitor engagement and understanding. Nesta polled 891 organisations in 2013 [3] and found that digital adoption has been slow and limited; it was identified that 'a lack of resource in terms of staff time (68 per cent), internal budgets (68 per cent) and external funding (61 per cent) as the top three barriers to realising their digital aspirations'. Availability of digital design and development was an issue for 39-41% of organisations, who felt they were not well served in software development, user interface design and user testing.

Two years later, in [4], there was increased concern, from 68% to 73%, about the lack of (digital) funding. The sparsity of external suppliers was also identified and there was a 'significant' reduction in organisations experimenting with digital technologies, taking risks and evaluating impact. A gap appears to have developed between 'digirati', the top 10% of digitally active organisations, and the rest of the sector; 57% of the digirati created standalone digital exhibits/works, compared to 23% across all polled organisations. The overall picture appears to show a gradual inclusion of digital technologies into the expected aspects of the organisations, but also a lack of time and digital skills.
Visitor Interactive Digital Exhibits (VIDEs) are a specific area within Digital Technologies that directly affect the Visitor ‘experience’. Currently the desire to create VIDEs exists, but the time and technical skills required are an issue. The technical skills issue can be reduced by ‘upskilling’ staff, though as quoted in [4], ‘What we are never truly aware of is the amount of time and therefore cost required to train and develop the skills needed for the successful application of new technologies.’

The aim of this research is to use Visual Programming techniques to enable CHPs to create VIDEs without having to develop programming skills.

2 Visual Programming

Visual Programming has been a research area since 1966 [10, 7]. The promise of Visual programming has always been to reduce the 'difficulty' of programming [11], though the promised benefits of Visual Languages were rarely measured.

The success of Scratch [8] is widely documented and has increased interest in the educational benefits of programming. Scratch is mainly used by 8 to 16 year olds and has a ‘cartoon’ like interface that is unlikely to fit in a professional environment. Scratch use Visual Blocks to represent language concepts, positioned within the editor by the users.

Scratch has influenced many subsequent visual languages, including Kodu [5], which offers a different approach for the domain of game engine programming for children, focusing on using higher level language constructs and game engine concepts. Kodu includes a rule based approach, where each rule is split into a three to five tuple containing the primitives: sensor, filter, filter, filter and selector.

The Blockly language [1] offers a flexible approach to developing Visual Block Languages and has a similar look and feel to Scratch. However, Blockly offers more than Scratch as a tool for supporting visual programming research, by allowing the building of blocks and associated generated textual output. Blockly does not require the destination language to execute within its own environment and there is no run time dependency.

In order to use Blockly, the phases of design need to be identified to separate the design approach used from the software process based implementation.

3 Design Phases

The design phases that the researcher has encountered, while working with CHPs at local museums [9], has been abstracted from the technical software implementation specific process. There are three overall phases, split into:

1. Conceptualization
2. Prototyping
3. Usage

These phases are divided into further phases as shown in Figure 1.
Enabling Cultural Heritage Practitioners to create Visitor Interactive Digital Exhibits

The phases follow a co-design approach involving CHPS similar to [6], except for the Language Extension and Generator Creation phases. The design of the visual block concepts occurs mostly during the Conceptualization phases. The visual block designs are then implemented, at different levels of fidelity, during the Prototyping Phase. Following these design phases, CHPs will typically follow with their own visitor evaluation.

4 Current Progress

The Quando toolset has been created as a design Artefact for executing within the above phases as part of a case study at Creswell Crags [9]. Quando allows CHPs to experience this approach with realistic implementations of Visual blocks and a browser based editor, as well as producing executable interactions also running from within standalone browser based deployments. An example interaction is shown in Figure 2.

Fig. 2. Example interaction created by CHPs
With relatively few concepts, interactions can be created Following these design phases, CHPs will typically follow with their own visitor evaluation.

5 Future Direction and Advice Sought

In the near future, more case studies are to be used to validate the approach used and also to extend the concepts and blocks available for CHPs to use.

Advice concerning the which, of the many, subject areas might be appropriate would be valuable; End User Development [2] for domain experts is one of the candidate areas. Advice concerning the methodology used, as well as feedback on trade offs for methodology choice would also be valuable.
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